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Introduction

Background. Quasi-linear maps entered into Banach space theory in [13], where Enflo, Lindenstrauss and Pisier constructed a nontrivial extension $\ell^2 \rightarrow X \rightarrow \ell^2$ thus solving the “three-space” problem.

Then Kalton developed a rather satisfactory theory in [17] showing that extensions of quasi-Banach spaces $Y \rightarrow X \rightarrow Z$ are in correspondence with quasi-linear maps $\Omega : Z \rightarrow Y$. The clean formula

$$\|\Omega(y,z)\|_\Omega = \|y - \Omega(z)\|_Y + \|z\|_Z$$

connecting $X$ and $\Omega$ is due to Ribe [29]. Both Kalton and Ribe gave examples of (non-trivial) quasi-linear maps $\Omega : \ell^1 \rightarrow K$ thus producing nontrivial extensions $K \rightarrow X \rightarrow \ell^1$ in which the middle space $X$ cannot be locally convex because the Hahn-Banach theorem cannot apply to the identity on $K$. Another counterexample was obtained independently and more or less simultaneously by Roberts in [30].

Soon afterwards appeared the admirable [24]. There, Kalton and Peck use a kind of vector-valued version of Ribe’s map to construct quasi-linear maps on any quasi-Banach space with unconditional basis. Let us consider this point in more detail as it is one of the main motivations of the present paper. What was proved in [24] is that given any Lipschitz function $\theta : \mathbb{R} \rightarrow \mathbb{R}$ the mapping $\Omega_\theta$ defined by $\Omega_\theta(f) = f\theta(\log(|f|/\|f\|_X))$ is quasi-linear on every quasi-Banach space with unconditional basis $X$—we invariably regard the elements of such a $X$ as functions $f : \mathbb{N} \rightarrow K$— and non-trivial as long as the basis of $X$ contains no subsequence equivalent to the usual basis of $c_0$ and $\theta$ is unbounded on $\mathbb{R}$. Taking $X = \ell^2$ and $\theta$ as the identity on $\mathbb{R}$ one obtains another solution to Palais problem—the nowadays called Kalton-Peck space $Z_2$. All this can be seen in [9, Chapter 1] or [1, Chapter 16].

The crucial observation here is that the maps appearing in [24] are more than quasi-linear: they are $\ell^\infty$-centralizers, that is, they satisfy an estimate of the form

$$\|\Omega(af) - a\Omega(f)\| \leq C\|a\|_\infty \|f\| \quad (a \in \ell^\infty, f \in X).$$

Equivalently, the induced extension $Y \rightarrow X \rightarrow Z$ lives in the category of $\ell^\infty$ modules.

These examples suggested a correspondence between centralizers defined on different sequence spaces.

This theme was pursued by Kalton himself in the more general setting of function spaces [20]. Fix a measure $\mu$ and consider the corresponding $L^p$ spaces for $0 < p \leq \infty$. It is proved in [20, Theorem 5.1] that, when $p > 1$, every $L^\infty$-centralizer $\Omega$ on $L^p$ can be pushed to a centralizer $\Omega^{[1]}$ on $L^1$ defined by

$$\Omega^{[1]}(f) = u|f|^{1/q}\Omega(|f|^{1/p}),$$

where $u|f|$ is the polar decomposition of $f \in L^1$. Moreover, all centralizers on $L^1$ arise in this form [20, Theorem 8.1]. As self extensions of $L^p$ spaces in the category of quasi-Banach $L^\infty$-modules are all induced by centralizers we have

$$\text{Ext}(L^p) = \text{Ext}(L^1) \quad (1 < p < \infty).$$
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Actually [20] contain much more general results for (Banach) function spaces, but we will concentrate on Lebesgue spaces in this introduction.

The basic problem left open in [20, p. 83] was to decide whether this correspondence extends to $0 < p < 1$.

**Plan of the paper.** Let us explain the plan of the paper and present the main results. Section 1 is preliminary. Section 2 deals with sequence spaces. We address Kalton problem by considering first extensions $\ell^q \rightarrow X \rightarrow \ell^p$ for $0 < p, q < \infty$. We use an ultraproduct technique to transfer centralizers to homomorphisms on ultrapowers which allows one to apply Raynaud’s representation of ultrapowers of $L^p$ spaces to conclude that $\text{Ext}(\ell^p, \ell^q)$ vanishes unless $p = q$. Then we use the functor $\text{Hom}$ and the $\text{Hom}$-$\text{Ext}$ sequences to show that $\text{Ext}(\ell^p)$ is independent on $0 < p < \infty$. This answers Kalton’s question in the affirmative, but only for sequence spaces.

In Section 3 we revisit Kalton ‘pushing-down’ method, we generalize it for centralizers acting between any two function spaces and we explain the homological meaning behind it. To sum up we have that if the extension of $L^\infty$-modules $Y \rightarrow X \rightarrow Z$ comes from a centralizer (which is true for all extensions under rather mild assumptions on the quasi-Banach function spaces $Z$ and $Y$) and $V$ is another function space, then the ‘tensorized’ sequence

$$0 \rightarrow Y \otimes V \rightarrow X \otimes V \rightarrow Z \otimes V \rightarrow 0$$

makes sense and is exact —the symbol $\otimes$ indicates tensor product in the category of quasi-Banach modules over $L^\infty$, which is the ‘default’ setting in this paper. We have taken time out to explain this point in some detail because the fact that tensor products preserve exactness is an extremely rare phenomenon that cannot be observed within locally convex categories. As for applications, let us mention that $\text{Ext}(L^p, L^q)$ vanishes if $p$ and $q$ are different numbers in $[1, \infty]$.

Although we do not known if local convexity can be removed in the preceding result we have a complete solution for symmetric centralizers. Indeed, we shall see in Section 4 that if $p$ and $q$ are different numbers in $(0, \infty]$, then every symmetric centralizer from $L^p$ to $L^q$ is trivial (Theorem 11). After that we prove (Theorem 12) that the space of symmetric centralizers on $L^p$ does not depend essentially on $0 < p < \infty$. Some applications to Hardy classes and derivations are given at the end of the Section —these are extensions to any $p$ of some results already known for $p > 1$.

Section 5 contains counterexamples against the vague intuition that $\text{Ext}(Z, Y)$ ‘should’ vanish if there are ‘few’ homomorphisms from $Z$ to $Y$. Indeed we show that there are Orlicz function spaces with $\text{Hom}(Z, Y) = 0$ and $\text{Ext}(Z, Y) \neq 0$. A technical point of the proof is deferred to the ensuing Appendix.

A number of remarks and open questions are sprinkled throughout the paper.

**1. Centralizers and extensions**

Let $A$ be a Banach algebra that for all purposes in this paper will be $L^\infty$. A quasi-normed module over $A$ is a quasi-normed space $X$ together with a jointly continuous outer multiplication $A \times X \rightarrow X$ satisfying the traditional algebraic requirements. If the underlying space is complete (that is, a quasi-Banach space) we speak of a quasi-Banach module. Given $A$-modules $X$ and $Y$, a homomorphism $T : X \rightarrow Y$ is an operator such that $T(ax) = aT(x)$ for all $a \in A$ and $x \in X$. Operators and homomorphisms are assumed to be continuous unless otherwise stated. If no continuity is assumed, we speak of linear maps and morphisms. Let us fix some notations: $L(X, Y)$ denotes the space of operators from $X$ to $Y$. We use $\text{Hom}_A(X, Y)$ for the homomorphisms and $\text{M}_A(X, Y)$ for morphisms. If there is no possible confusion about the underlying algebra $A$, we omit the subscript.
1.1. Extensions. An extension of $Z$ by $Y$ is a short exact sequence of quasi-Banach modules and homomorphisms

\[(1) \quad 0 \rightarrow Y \xrightarrow{i} X \xrightarrow{\pi} Z \rightarrow 0\]

The open mapping theorem [25] guarantees that $i$ embeds $Y$ as a closed submodule of $X$ in such a way that the corresponding quotient $X/Y$ is isomorphic to $Z$. Two extensions $0 \rightarrow Y \rightarrow X_1 \rightarrow Z \rightarrow 0$ ($i = 1, 2$) are said to be equivalent if there exists a homomorphism $u$ making commutative the diagram

\[
\begin{array}{c}
0 \rightarrow Y \rightarrow X_1 \rightarrow Z \rightarrow 0 \\
| \quad | \quad | u \\
0 \rightarrow Y \rightarrow X_2 \rightarrow Z \rightarrow 0
\end{array}
\]

By the three-lemma [16], and the open mapping theorem, $u$ must be an isomorphism. We say that (1) splits if it is equivalent to the trivial sequence $0 \rightarrow Y \rightarrow Y \oplus Z \rightarrow Z \rightarrow 0$. This just means that $Y$ is a complemented submodule of $X$ (that is, there is a homomorphism $X \rightarrow Y$ which is a left inverse for the inclusion $Y \rightarrow X$; equivalently, there is a homomorphism $Z \rightarrow X$ which is a right inverse for the quotient $X \rightarrow Z$) and implies that $X$ is isomorphic to the direct sum $Y \oplus Z$ (the converse is not true in general). Given quasi-Banach modules $Y$ and $Z$, we denote by $\text{Ext}_A(Z,Y)$ (or just $\text{Ext}_A(Z)$ when $Y = Z$) the set of all possible $A$-module extensions (1) modulo equivalence. By using pull-back and push-out constructions, it can be proved (see [6] for the details in the $F$-space setting) that $\text{Ext}_A(Z,Y)$ carries a “natural” structure of commutative $A$-bimodule (without topology) in such a way that trivial extensions correspond to 0. (The usual approach using injective or projective representations completely fails dealing with quasi-Banach modules since there are neither injective nor projective objects.) Thus, $\text{Ext}_A(Z,Y) = 0$ means “every $A$-module extension $0 \rightarrow Y \rightarrow X \rightarrow Z \rightarrow 0$ is trivial”.

Taking $A$ as the underlying field $\mathbb{K}$, one recovers extensions in the quasi-Banach space setting. We write $\text{Ext}_K(Z,Y)$ for the space of all extensions of $Z$ by $Y$ (modulo equivalence).

1.2. Function spaces as modules. From now on, $\mu$ will denote a fixed countably additive measure on measure on the measure space $S$. We will assume $\mu$ sigma-finite or, at least, decomposable. Our ambient space will be $L^0$, the space of all measurable functions on $S$ with the topology of convergence in measure on sets of finite measure and we apply the usual convention about identifying functions equal almost everywhere. $L^\infty$ denotes the Banach algebra of all essentially bounded measurable functions on $S$ equipped with the essential supremum norm and ‘pointwise’ operations.

Our ‘default’ category will be that of quasi-Banach modules over $L^\infty$. Accordingly, we use minimal notation in this setting and so $\text{Hom}(X,Y), \mathcal{M}(X,Y), \text{Ext}(X,Y)$, and the like always refer to the algebra $L^\infty$ for a measure that should be clear for the context — and will never be the ground field $\mathbb{K}$.

A function space is defined as a linear subspace $X$ of $L^0$ equipped with a quasi-norm $\| \cdot \|_X$ such that if $f \in L^0, g \in X$ and $|f| \leq g$, then $f \in X$ and $\|f\|_X \leq \|g\|_X$. The reader will notice that this nothing different from being a (quasi-normed) $L^\infty$-module of measurable functions and so we consider function spaces as $L^\infty$-modules under ‘pointwise’ multiplication. On the other hand every function space is automatically a lattice under the pointwise order — the order of $L^0$. We invariably assume $X$ saturated, that is, $1_A \in X$ for $\mu(A) < \infty$ and the inclusion of $X$ into $L^0$ continuous. Let us introduce some relevant properties that function spaces may or not have.

**Definition 1.** A (saturated, quasi-normed) function space $X$ is said to be:

- Minimal if simple integrable functions are dense.
• Maximal if whenever \((f_n)\) is an increasing sequence of non-negative functions in \(X\) converging almost everywhere to \(f\) and \(\sup_n \|f_n\|_X < \infty\), then \(f \in X\) and \(\|f\|_X = \sup_n \|f_n\|_X\).
• Order-continuous if whenever \((f_i)_{i \in I}\) is a decreasing net in \(X\) such that \(\bigwedge_i f_i = 0\) one has \(\|f_i\| \to 0\) as \(i\) increases in \(I\).
• \(r\)-convex if there is \(M\) such that
  \[
  \left\| \left( \sum_{i=1}^{k} |f_i|^r \right)^{1/r} \right\| \leq M \left( \sum_{i=1}^{k} \|f_i\|^r \right)^{1/r} \quad (f_i \in X).
  \]
  \(r\)-concave, if the reversed inequality holds for some \(M > 0\).
• \(r\)-convex if it is \(r\)-convex for some \(r > 0\).

Every order continuous function space is minimal. The spaces \(L^p\) are order continuous as well as maximal for every \(0 < p < \infty\). It is clear that \(r\)-convexity implies \(r\)-normability. Moreover, \(X\) is \(r\)-convex if and only if \(X^r = \{ f \in L^0 : |f|^{1/r} \in X \}\) is (isomorphic to) a Banach space with the quasi-norm \(\|f\|_{X^r} = |||f|||_{X^r}^r\). In this case, \(X\) is also \(s\)-convex for every \(0 < s < r\) [18, lemma 2.1].

Lattice convexity is introduced and treated in detail in [18]. We are not giving the original definition, but an equivalent condition [18, Theorem 2.2]. Every function space which is \(q\)-concave for some finite \(q\) turns out to be lattice-convex [18, Theorem 4.1].

1.3. Centralizers and the extensions they induce.

**Definition 2.** Let \(Z\) and \(Y\) be (quasi-normed) function spaces.

• A centralizer from \(Z\) to \(Y\) is a homogeneous mapping \(\Omega : Z \to L^0\) (sic) satisfying an estimate
  \[
  \|\Omega(a f) - a \Omega(f)\|_Y \leq C \|a\|_\infty \|f\|_Z.
  \]
  Homogeneous means \(\Omega(\lambda f) = \lambda \Omega f\) for all \(\lambda \in \mathbb{K}, f \in Z\). We write \(\mathcal{C}(Z,Y)\) (or just \(\mathcal{C}(Z)\) if \(Y = Z\)) for the set of all centralizers from \(Z\) to \(Y\) and we denote by \(C[\Omega]\) the least constant for which the preceding inequality holds.

• We say that \(\Omega : Z \to L^0\) is quasi-linear from \(Z\) to \(Y\) and we write \(\Omega \in \mathcal{Q}(Z,Y)\) if
  \[
  \|\Omega(f + g) - \Omega(f) - \Omega(g)\|_Y \leq Q(\|f\|_Z + \|g\|_Z)
  \]
  for some constant \(Q\) independent on \(f, g \in Z\). The least constant for which the preceding inequality holds is denoted \(Q[\Omega]\).

Before going further let us state the following simple remark. The proof is the same as [20, Lemma 4.2].

**Lemma 1.** If \(Z\) and \(Y\) are function spaces, then \(\mathcal{C}(Z,Y) \subset \mathcal{Q}(Z,Y)\). Moreover, there is a constant \(K\) depending only on \(Z\) and \(Y\) such that \(Q[\Omega] \leq KC[\Omega]\) whenever \(\Omega\) is a centralizer. \(\square\)

We now indicate the connection between centralizers and extensions. Suppose \(\Omega\) is a centralizer from \(Z\) to \(Y\). Define \(Y \oplus_\Omega Z = \{(g,f) \in L^0 \times Z : g - \Omega f \in Y\}\) quasi-normed by \(\|(g,f)\|_\Omega = \|g - \Omega f\|_Y + \|f\|_Z\). Clearly, the map \(s : Y \to Y \oplus_\Omega Z\) sending \(g\) to \((g,0)\) preserves the quasi-norm, while the map \(\pi : Y \oplus_\Omega Z \to Z\) given as \(\pi(g,f) = f\) is open, so that we have an extension of quasi-Banach spaces
\[
(2) \quad 0 \longrightarrow Y \overset{s}{\longrightarrow} Y \oplus_\Omega Z \overset{\pi}{\longrightarrow} Z \longrightarrow 0
\]
Actually only quasi-linearity is necessary here. The condition that \(\Omega\) is a centralizer implies that the multiplication \(a(g,f) = (ag,af)\) makes \(Y \oplus_\Omega Z\) into an \(L^\infty\)-module in such a way that (2) becomes an extension of modules.
It is proved in [20, Theorem 4.5] that if Z is minimal and Y maximal, then every extension of modules \( Y \rightarrow X \rightarrow Z \) comes from a centralizer, up to equivalence. It is easily seen that two centralizers \( \Omega \) and \( \Phi \) (from \( Z \) to \( Y \)) induce equivalent extensions if and only if there is an \( L^\infty \)-morphism \( h : Z \rightarrow L^0 \) such that \( \| \Omega(f) - \Phi(f) - h(f) \|_Y \leq K \| f \|_Z \). We write \( \Omega \sim \Phi \) in this case and \( \Omega \approx \Phi \) if the preceding inequality holds for \( h = 0 \). In particular \( \Omega \) induces a trivial extension if and only if \( \| \Omega(f) - h(f) \|_Y \leq K \| f \|_Z \) for some morphism \( h : Z \rightarrow L^0 \). We then say that \( \Omega \) is a trivial centralizer and we write \( \operatorname{dist}(\Omega, h) \) for the least possible constant \( K \) in the preceding inequality. Actually we need these estimates only for \( f \) in a dense submodule \( Z_0 \subset Z \). Let us state this formally as follows and leave the proof for the reader.

**Lemma 2.** Let \( Z \) and \( Y \) be quasi-Banach function modules. There is a constant \( K \) depending only on \( Z \) and \( Y \) such that, if \( \Omega \in \mathcal{C}(Z, Y) \) and there is a dense submodule \( Z_0 \subset Z \) and \( \phi \in M(Z_0, L^0) \) satisfying \( \| \Omega f - \phi(f) \| \leq D \| f \| \) for some \( D \) and all \( f \in Z_0 \), then there is \( \phi^* \in M(Z, L^0) \) extending \( \phi \) with \( \| \Omega f - \phi^*(f) \| \leq KD \| f \| \) for all \( f \in Z \).

We shall write \( \mathcal{C}_\sim(Z, Y) \) and \( \mathcal{C}_\approx(Z, Y) \) to denote the set \( \mathcal{C}(Z, Y) \) factored by \( \sim \) and \( \approx \), respectively.

### 1.4. Morphisms, homomorphisms and multiplication operators

We are about to see that morphisms between function modules are given by multiplication. Recall that we are considering only decomposable measures.

**Lemma 3.** Let \( Z \) be a function space and \( h : Z \rightarrow L^0 \) any mapping satisfying \( h(a f) = a h(f) \) for \( a \in L^\infty \) and \( f \in Z \). Then there is \( \phi \in L^0 \) such that \( h(f) = \phi f \) for all \( f \in Z \).

**Proof.** As \( C[h] = 0 \), \( h \) must be linear, by Lemma 1. Next, we prove the Lemma assuming finite the underlying measure, so that \( Z \) contains \( L^\infty \). Set \( \phi = h(1) \). We want to see that \( h(f) = \phi f \) for every \( f \in X \). Pick \( f \in X \) and write \( f' = 1 + |f| \). We have \( 1 = (1/f') f' \) and since \( 1/f' \) is in \( L^\infty \) we have \( \phi = (1/f') h(f') \) and so \( h(f') = f' \phi \), from where it follows that \( h(f) = \phi f \).

Finally, assuming \( \mu \) decomposable we fix a decomposition \( S = \bigoplus I_i \) into sets of finite measure and we set \( \phi = \sum_i h(1_{S_i}) \), where the sum is taken ‘pointwise’. As \( 1_{S_i} h(f) = h(1_{S_i}) \) we have \( h(f) = \sum_i 1_{S_i} h(f) = \sum_i h(1_{S_i} f) = \sum_i h(1_{S_i}) f = \phi f \).

Given (quasi-normed) function modules \( X \) and \( Y \) we consider the set of multiplication operators \( M(X, Y) = \{ \phi \in L^0 : \phi f \in Y \text{ for every } f \in X \} \) with the operator (quasi-) norm

\[
\| \phi \| = \sup \{ \| \phi f \|_Y : \| f \|_X \leq 1 \}.
\]

We close the Section with the following remarks we record here for future references.

**Lemma 4.** Let \( X \) and \( Y \) be quasi-Banach function spaces.

(a) \( \operatorname{Hom}(X, Y) = M(X, Y) = M(X, Y) \).

(b) \( \operatorname{Hom}(X, L^1) = X' \), the Köthe dual of \( X \).

(c) If \( X \) is order continuous and \( T : X \rightarrow Y \) is an operator such that \( \operatorname{supp} Tf \subset \operatorname{supp} f \) for every \( f \in X \), then \( T \) is a homomorphism of \( L^\infty \)-modules.

(d) If \( q \leq p \) one has \( \operatorname{Hom}(L^p, L^q) = L^r \), where \( p^{-1} + r^{-1} = q^{-1} \). Otherwise \( \operatorname{Hom}(L^p, L^q) \) is isomorphic to \( L^\infty(\alpha) \), where \( \alpha \) is the atomic part of \( \mu \).

**Proof.** (a) In view of Lemma 7 we only need to check that if \( \phi \in L^0 \) is such that \( \phi f \in Y \) for all \( f \in X \), then \( \| \phi : X \rightarrow Y \| < \infty \), which is immediate from the Closed Graph Theorem as given in [25, Theorem 1.6 and Corollary 1.7]. Part (b) is straightforward from (a).

(c) Let us first assume \( \mu \) finite, so that \( 1_A \in X \) for every measurable \( A \subset S \). Put \( \phi = T1_A \). We want to see that \( Tf = \phi f \) for all \( f \). Take a measurable \( A \) and let \( B \) the complement of \( A \). We have \( \phi = T1_A + T1_B \), with \( \operatorname{supp} T1_A \subset A \) and \( \operatorname{supp} T1_B \subset B \). It follows that \( T1_A = \phi 1_A \) and so \( Tf = \phi f \) if \( f \) is simple. As \( T \) has closed graph we see that \( T \) is given by multiplication by \( \phi \) and, in particular, it is a homomorphism of \( L^\infty \)-modules.
If \( \mu \) is merely decomposable, fix a decomposition \( S = \oplus_i S_i \), with \( \mu(S_i) < \infty \) for every \( i \). Then \( T \) maps \( X(S_i) \) (those functions to \( Y(S_i) \) and so, for each \( i \), there is \( \phi_i \in L^0(S_i) \) (actually in \( Y(S_i) \)) such that \( Tf = \phi_i f \) for all \( f \in X(S_i) \). Considering the pointwise sum \( \phi = \sum_i \phi_i \), as every \( f \in X \) can be written as \( f = \sum_i 1_{S_i} f \) (summation in the quasi-norm of \( X \)) we have

\[
Tf = T \left( \sum_i 1_{S_i} f \right) = \sum_i T(1_{S_i} f) = \sum_i \phi_i 1_{S_i} f = \phi f,
\]

from where it follows that \( T \) is an \( L^\infty \)-homomorphism.

Part (d) clearly follows from Lemma 7. Notice however that if we consider \( \alpha \) as a function on the set of atoms of \( \mu \) so that \( \alpha(A) = \mu(A) \), then \( \phi \in L^0(\alpha) \) is bounded in \( M(L^p, L^q) \) if and only if \( \frac{1}{p} - \frac{1}{q} \phi \) is in \( L^\infty(\alpha) \).

\( \square \)

**Notation and conventions.** Throughout the paper \( \Delta_X \) will denote the least constant \( \Delta \) for which the weak triangle inequality \( \|x + y\| \leq \Delta(\|x\| + \|y\|) \) holds for the quasi-norm of \( X \). We use \( M \) for a constant independent on functions and centralizers, but perhaps depending on the involved spaces and which may vary from line to line.

2. Sequence spaces

In this Section we consider mainly sequence spaces, so the ground algebra is \( \ell^\infty \) and we work in the category of quasi-Banach \( \ell^\infty \)-modules. In particular, (homo)morphisms and extensions refer to \( \ell^\infty \) unless otherwise stated.

2.1. Splitting. The main result of the Section is the following.

**Theorem 1.** If \( p \neq q \), then \( \text{Ext}(\ell^p, \ell^q) = 0 \).

The proof uses ultrapowers and one simple idea of [5]. We need only very basic ultraproduct theory and we refer the reader to Sims’ booklet [33] for definitions and information on the topic.

Let \( \mu \) be a fixed \( \sigma \)-finite measure and consider the corresponding spaces \( L^p \) for \( 0 < p \leq \infty \). If \( U \) is a countably incomplete ultrafilter on a given index set \( I \) we can construct the ultrapowers \( (L^p(\mu))^U = L^p_U \) for \( 0 < p \leq \infty \). It was known from the very beginning that for each fixed \( 0 < p < \infty \) one can represent \( L^p_U \) as \( L^p(\nu) \) for some measure \( \nu \). This was proved in [3] for \( 1 \leq p < \infty \) and then for \( 0 < p < 1 \) in [32]. The fourth section of [32] contains a serious gap and so the case \( p = 0 \) remains obscure. I thank Fernando Albiac for this remark.

The discovery of Raynaud that \( \nu \) can be chosen so that \( L^p(\nu) \) represents \( L^p_U \) for every finite \( p \) is crucial for us. The results we shall use are stated in the highly abstract setting of non-commutative spaces and perhaps some explanations are in order. First one considers \( L^1_U \). This is an abstract \( L \)-space and so by a result of Kakutani there is a measure \( \nu \) such that the lattice \( L^1_U \) is isometrically isomorphic to \( L^1(\nu) \) through a Riesz isomorphism we denote \( \Lambda \). The measure \( \nu \) cannot be \( \sigma \)-finite unless \( L^1 \) is finite-dimensional but by a result of Maharam can be taken decomposable. This implies that \( L^\infty(\nu) \) equals the conjugate of \( L^1(\nu) \) and since every element of \( L^\infty_U \) defines a functional on \( L^1_U \) we have an embedding \( \Lambda^\infty : L^\infty_U \rightarrow L^\infty(\nu) \) which is in fact a homomorphism of algebras, so that every \( L^\infty(\nu) \)-module becomes an \( L^\infty_U \)-module by restriction.

Now, for \( 0 < p < \infty \), let \( S^p : L^p \rightarrow L^1 \) be the Mazur map sending \( f = u|f| \) to \( u|f|^p \) and define \( \Lambda_p : L^p_U \rightarrow L^p(\nu) \) as \( \Lambda_p = (S^p_U)^{-1} \circ \Lambda \circ (S^p)_U \). These maps have the following properties [28, Theorems 3.6 and 5.1]:

- \( \Lambda_p \) is a surjective linear isometry between \( L^p_U \) and \( L^p(\nu) \) which preserves the lattice and the \( L^\infty_U \)-module structures.
If \( p, q \) and \( r \) satisfy \( p^{-1} + q^{-1} = r^{-1} \) and \((f_i)\) and \((g_i)\) are bounded families in \( L^p \) and \( L^q \) respectively, then
\[
\Lambda_r([f_i,g_i]) = (\Lambda_p([f_i])\Lambda_q([g_i])),
\]
where the product appearing in the left-hand side is the obvious one \( L^p \times L^q \to L^r \), while that of the right-hand side is the pointwise product \( L^p(\nu) \times L^q(\nu) \to L^r(\nu) \). The square brackets denote the class of the given family in the corresponding ultrapower.

**Lemma 5.** With the above notations we have \( \text{Hom}_{L_\nu^\infty}(L^p_U, L^q_U) = \text{Hom}_{L^\infty(\nu)}(L^p(\nu), L^q(\nu)) \) in the sense that if \( T : L^p_U \to L^q_U \) is a homomorphism of \( L_U^\infty \)-modules, then the corresponding operator
\[
\tilde{T} = \Lambda_q \circ T \circ \Lambda_p^{-1} : L^p(\nu) \to L^q(\nu)
\]
is an homomorphism of \( L^\infty(\nu) \)-modules.

**Proof.** Clearly, \( \tilde{T} \) preserves the product by elements of \( L_U^\infty \). Thus according to Lemma 4 (c) it suffices to see that for every non-negative \( f \in L^p(\nu) \) we have \( \text{supp} \, f = B \) (up to equivalence in the measure algebra of \( \nu \)), where \( B \) is given by
\[
1_B = \bigwedge \{ e \in L_U^\infty : f = ef, e = e^2 \},
\]
and the meet is computed in the lattice \( L^\infty(\nu) \). (The support of \( f \in L^0(\nu) \), defined as the set where \( f \) is not zero, depends only on the \( L^\infty(\nu) \) structure: the set of those idempotents in \( L^\infty(\nu) \) leaving \( f \) invariant must have a greatest lower bound in \( L^\infty(\nu) \), necessarily of the form \( 1_A \) for some measurable \( A \). Clearly, \( \text{supp} \, f \) in the measure algebra of \( \nu \).

Indeed, take \( g \in L^p(\nu) \) having support contained in \( B \setminus \text{supp} \, f \). Then \( f \) and \( g \) are disjoint in \( L^p(\nu) \) and so are \( \Lambda_p^{-1}(f) \) and \( \Lambda_p^{-1}(g) = 0 \) in \( L_U^p \). Therefore they have disjoint representatives and we can find projections \( e_f, e_g \) in \( L_U^\infty \) such that \( e_i h = \delta_{ih} h \) for \( i, h \in \{ f, g \} \). We have \( 1_B \leq e_f \) and so \( 1_B e_g \leq e_f e_g = 0 \). As \( g = 1_B e_g g \) we see that \( g = 0 \). It follows that each \( \sigma \)-finite subset of \( B \setminus \text{supp} \, f \) has measure zero and using a decomposition we get \( \nu(B \setminus \text{supp} \, f) = 0 \).

We are now ready for the proof of Theorem 1. As the reader can imagine we will show that every centralizer from \( \ell^p \) to \( \ell^q \) is trivial. Although the basic idea is the same in the two cases, the information we get from the proof and the technical details vary depending on whether \( p > q \) or \( p < q \) and so we treat these cases separately. From now on, \( \ell^0 \) denotes the space of all sequences —it is \( L^0 \) for counting measure on the integers.

**Proposition 1.** If \( 0 < q < p < \infty \), then for every \( \Omega \in \mathcal{C}(\ell^p, \ell^q) \) there is \( \phi \in \ell^0 \) such that \( \|\Omega f - \phi f\|_q \leq M \|f\|_p \) for some \( M \) and all \( f \in \ell^p \).

**Proof.** Suppose on the contrary \( \mathcal{C}(\ell^p, \ell^q) \) contains a non-trivial centralizer \( \Omega \). Set \( \Omega_n = \Omega \circ \pi_n \), where \( \pi_n \) is the obvious projection of \( \ell^p \) onto the subspace spanned by \( e_1, e_2, \ldots, e_n \). It is easily seen (though not entirely trivial) that one also has
\[
\text{dist}(\Omega_n, M(\ell^p, \ell^0)) \to \infty \quad (n \to \infty).
\]
These distances are all finite because \( \Omega_n \) factors through a finite dimensional space. For each \( n \) we take a morphism \( \phi_n \) such that
\[
\delta_n = \text{dist}(\Omega_n, \phi_n) \leq \text{dist}(\Omega_n, M(\ell^p, \ell^0)) + 1/n.
\]
Of course, \( \delta_n \to \infty \) as \( n \to \infty \). Put
\[
v_n = \frac{\Omega_n - \phi_n}{\delta_n},
\]
so that \( v_n \) is a homogeneous mapping from \( \ell^p \) to \( \ell^q \) (not \( \ell^0 \)) with \( \|v_n : \ell^p \to \ell^q\| \leq 1 \) and \( C|v_n| \leq \delta_n^{-1} C[\Omega] \to 0 \) as \( n \to \infty \).
Let \( U \) be a free ultrafilter on the integers and consider the corresponding ultrapowers \( \ell^p_U \) and \( \ell^\ell_U \). We can use the (probably nonlinear) maps \( v_n \) to define \( v : \ell^p_U \to \ell^\ell_U \) by

\[
v[(f_n)] = [(v_n(f_n))].
\]

Let us check that \( v \) is well defined. First, suppose \( [(f_n)] = 0 \), that is, \( \|f_n\| \to 0 \) along \( U \). Then \( \|v_n(f_n)\| \leq \|f_n\| \to 0 \) along \( U \). Suppose now \( [(f_n)] = [(g_n)] \). We must prove that \( [(v_n(f_n))] = [(v_n(g_n))] \).

\[
\lim_U \|v_n(f_n) - v_n(g_n)\| = \lim_U \|v_n(f_n) - v_n(g_n) - v_n(f_n - g_n)\| \leq \lim_U Q[v_n](\|g_n\| + \|f_n - g_n\|) = 0
\]

and the definition of \( v \) makes sense. Now it is nearly obvious that \( v \) is a continuous homomorphism of \( \ell^p_U \)-modules. By the discussion of Raynaud’s results above, \( v \) is given by multiplication by a member of \( \ell^\ell_U \), where \( 1/r + 1/p = 1/q \) and we can take a bounded sequence \( (u_n) \) in \( \ell^q \) representing \( v \) in the sense that

\[
v[(f_n)] = [(u_n f_n)]
\]

whenever \( (f_n) \) is a bounded sequence in \( \ell^p_U \). This implies that \( \text{dist}(v_n, u_n) \to 0 \) along \( U \). In particular, for every \( \varepsilon > 0 \), the set

\[
S = \{ n \in \mathbb{N} : 0 < \text{dist}(\delta^{-1}(\Omega_n - \phi_n), u_n) < \varepsilon \}
\]

is in \( U \) and it contains infinitely many indices \( n \). For these \( n \) we get

\[
\text{dist}(\Omega_n, \phi_n + \delta_n u_n) < \varepsilon \delta_n < 2\varepsilon \text{dist}(\Omega_n, \mathcal{M}(\ell^p, \ell^q)),
\]

in striking contradiction with our choice of \( \phi_n \).

**Proposition 2.** Given \( \Omega \in \mathcal{C}(\ell^p, \ell^q) \) we define \( \phi : \mathbb{N} \to \mathbb{K} \) by \( \phi(k) = \Omega(e_k)(k) \), where \( (e_k) \) is the unit basis of \( \mathbb{K}^\ell \). If \( 0 < p < q < \infty \), then \( \text{dist}(\Omega, \phi) < \infty \).

We give now a proof based on the same idea, thus rendering this Section self-contained. A more efficient proof will be given later in Proposition 6.

**Proof.** With the notations of Proposition 1 we put \( \delta_n = \text{dist}(\Omega \circ \pi_n, \phi \circ \pi_n) \). Suppose \( \delta_n \to \infty \). As before we define \( v : \ell^p_U \to \ell^\ell_U \) taking the ultraproduct of the maps

\[
v_n = \frac{\Omega \circ \pi_n - \phi \circ \pi_n}{\delta_n}
\]

We will prove that \( v = 0 \).

To see this consider the isometric Riesz isomorphism \( \Lambda : \ell^\ell_U \to L^1(\nu) \) and we recall that each atom of \( \nu \) is associated to a unique positive extreme point of the unit ball of \( L^1(\nu) \). As \( \Lambda \) preserves extreme points, we see that atoms of \( \nu \) come from extreme points of the ball of \( \ell^\ell_U \). On the other hand each extreme point in the ball of an ultrapower has a representative consisting of extreme points in the ball of the model space and therefore the (positive) extreme points of the unit ball of \( \ell^\ell_U \) have all the form \( [(e_{i(n)})] \) for some function \( i : \mathbb{N} \to \mathbb{N} \). Actually \( [(e_{i(n)})] = [(e_{j(n)})] \) in \( \ell^\ell_U \) if and only if the set \( \{ n \in \mathbb{N} : i(n) = j(n) \} \) belongs to \( U \) so that the atoms of \( \nu \) are in correspondence with the elements of the set-theoretic ultrapower \( \mathbb{N}^U \). Thus we have a decomposition \( L^1(\nu) = \ell^\ell(\mathbb{N}^U) \oplus 1 \), where \( \gamma \) is the continuous part of \( \nu \), and so \( L^r(\nu) = \ell^\ell(\mathbb{N}^U) \oplus_r L^r(\gamma) \) for \( 0 < r < \infty \). Set \( \tilde{v} = \Lambda_q \circ v \circ \Lambda_p^{-1} \). This is a homomorphism of \( L^\infty(\nu) \)-modules from \( L^p(\nu) \to L^q(\nu) \) and so \( \tilde{v} \) vanishes on \( L^p(\gamma) \) (see Lemma 4(d)). On the other hand, \( v \) vanishes on every \( [(e_{i(n)})] \) by the very definition and therefore \( v = 0 \). This is a contradiction since taking for each \( n \in \mathbb{N} \) some normalized \( f_n \in \ell^\ell_U \) such that

\[
\|\Omega(f_n) - \phi f_n\|_q \geq \frac{\delta_n}{2}
\]

we have \( \|v[(f_n)]\| \geq \frac{1}{2} \) in \( \ell^\ell_U \).
A simple inspection to the proofs of Propositions 1 and 2 reveals the following.

**Corollary 1.** Let $0 < p, q < \infty$ be different real numbers. There is a constant $K = K(p, q)$ such that for each $\Omega \in \mathcal{C}(\ell^p, \ell^q)$ there is $\phi \in \ell^0$ satisfying $\text{dist}(\Omega, \phi) \leq KC[\Omega]$. \qed

**Remark 1.** (Uniform approximation) It seems very likely that if $Z$ and $Y$ are quasi-Banach function spaces such that every $\Omega \in \mathcal{C}(Z, Y)$ is trivial, then we can find $\phi \in L^0$ such that $\text{dist}(\Omega, \phi) \leq KC[\Omega]$ for some $K$ independent on $\Omega$. This is true, for instance, if $Z$ has a dense submodule algebraically isomorphic to $L^\infty$ (which is always the case if $Z$ is a sequence space with unconditional basis) or if both $Z$ and $Y$ are symmetric spaces on $[0, \infty)$. We refer the reader to [17, Proposition 3.3] for the affirmative answer in the pure linear setting (all linear spaces are free modules over the underlying field) and to [4] for some related ideas.

**2.2. Uses of the Hom-Ext sequence.** We now introduce a bit of homology to compare different spaces of centralizers. Let $Y \to Z$ be an extension of quasi-Banach $L^\infty$-modules. If $E$ is another $L^\infty$-module we can apply $\text{Hom}(\cdot, E)$ to get an exact sequence

$$0 \to \text{Hom}(Z, E) \to \text{Hom}(X, E) \to \text{Hom}(Y, E) \to \text{Ext}(Z, E) \to \cdots$$

The arrows involving extensions are just morphisms: no topology is defined on the spaces of extensions. In any case, if $\text{Ext}(Z, E)$ vanishes, then (3) represents an extension of $\text{Hom}(Y, E)$ by $\text{Hom}(Z, E)$.

Suppose now $Z, Y$ and $E$ are function spaces and the starting extension is given by a centralizer $\Omega$ so that $X = Y \oplus_{\Omega} Z$. Then $\text{Hom}(Z, E) = M(Z, E)$ and $\text{Hom}(Y, E) = M(Y, E)$ are function spaces—perhaps they are not saturated, but this is irrelevant here. If, besides, for every centralizer $\Psi \in \mathcal{C}(Z, E)$ there is $\psi \in L^0$ such that $\text{dist}(\Psi, \psi) \leq KC[\Psi]$, for some $K > 0$, we can define a centralizer $\Phi$ from $M(Y, E)$ to $M(Z, E)$ as follows. Take $f \in M(Y, E)$ and consider the composition

$$f \circ \Omega : Z \to L^0 \to L^0,$$

where $f : L^0 \to L^0$ is the corresponding multiplication operator. Then $f \circ \Omega$ is in $\mathcal{C}(Z, E)$, and $C[f \circ \Omega] \leq \|f : Y \to E\|C[\Omega]$. Therefore there is $\phi \in L^0$ satisfying $\text{dist}(f \circ \Omega, \phi) \leq KC[f \circ \Omega]$ and we can define a homogeneous map $\Phi : M(Y, E) \to L^0$ taking $\phi = \Phi(f)$, so that

$$\|f \Omega(g) - (\Phi f)g\|_E \leq KC[\Omega]\|f\|_E\|g\|_E \quad (f \in M(Y, E), g \in Z).$$

This is in fact a centralizer to $M(Z, E)$. Indeed, take $f \in M(Y, E)$ and $a \in L^\infty$, with $\|a\|_\infty \leq 1$. We have

$$\|\Phi(af) - a\Phi f\|_{M(Z, E)} = \sup_{\|g\|_{L^1}} \|\Phi(af)g - a\Phi fg\|_E$$

$$\leq \sup_{\|g\|_{L^1}} \|\Phi(af)g - af \Omega g + af \Omega g - f(\Omega ag) + f(\Omega ag) - (\Phi f)ag\|_E$$

$$\leq (2M + 1)\Delta^2_E C[\Omega]\|f\|_{M(Y, E)}.$$

All relevant properties of $\Phi$ follow from (4). Let us show that

$$\text{Hom}(Y \oplus_{\Omega} Z, E) = M(Z, E) \oplus_{\Phi} M(Y, E)$$

under the pairing $(f, g)(y, z) = fz - gy$. One has

$$\|(f, g)(y, z)\|_E = \|fz - gy\|_E = \|fz - \Phi(f)g + \Phi(g)z - gy\|_E$$

$$\leq M(\|f - \Phi g\|_{M(Y, E)}\|z\|_E + \|\Phi g\|_E)$$

$$\leq M(\|f - \Phi g\|_{M(Y, E)}\|z\|_E + \|g \Omega z - gy\|_E + \|g\|_{M(Y, E)}\|z\|_E)$$

$$\leq M(\|f - \Phi g\|_{M(Y, E)}\|z\|_E + \|\Omega z - y\|_E + \|g\|_{M(Y, E)}\|z\|_E)$$

$$\leq M\|(f, g)\|_{\Phi}(y, z)\|_E.$$
This defines a homomorphism $u$ making the following diagram commutative

$$
\begin{array}{cccccc}
0 & \longrightarrow & M(Z, E) & \longrightarrow & M(Z, E) \oplus \Phi M(Y, E) & \longrightarrow & M(Y, E) & \longrightarrow & 0 \\
\| & & \| & & \| & & u & & \|
\end{array}$$

$$
\begin{array}{cccccc}
0 & \longrightarrow & \text{Hom}(Z, E) & \longrightarrow & \text{Hom}(Y \oplus \Phi Z, E) & \longrightarrow & \text{Hom}(Y, E) & \longrightarrow & 0 \\
\| & & \| & & \| & & \| & & \|
\end{array}
$$

By the five-lemma $u$ must be bijective. By the open mapping theorem (or better, by Roelcke’s lemma [12, Lemma A]) it is isomorphic. A direct proof is also available.

Let us consider the transformation $\Omega \in \mathcal{C}(Z, Y) \longrightarrow \Phi \in \mathcal{C}(M(Y, E), M(Z, E))$ in more detail. Although there is some arbitrariness in the definition of $\Phi$, if $\Phi'$ is another centralizer such that

$$
\|f \Omega(g) - (\Phi'f)g\|_E \leq M\|f\|\|g\|_E
$$

for some $M$ and all $f \in \text{M}(Y, E)$ and $g \in E$, then $\Phi' \approx \Phi$. So, after a moment’s reflection we see that (4) defines a mapping $\mathcal{C}_\infty(Z, Y) \rightarrow \mathcal{C}_\infty(M(Y, E), M(Z, E))$ we may denote $\text{Hom}(-, E)$. It should be obvious that this map is in fact a morphism over $L^\infty$. Besides this correspondence sends $M(Z, L^0)$ to $\text{M}(M(Z, E), L^0)$ and so it defines a morphism $\mathcal{C}_\infty(Z, Y) \rightarrow \mathcal{C}_\infty(M(Y, E), M(Z, E))$ we still denote $\text{Hom}(-, E)$. As we have seen, this is coherent with the usual meaning of $\text{Hom}(-, E)$ acting between (classes of) extensions.

We can use $\text{Hom}(-, \ell^r)$ to ‘dualize’ extensions in a very similar way as one uses $L(-, \mathbb{K})$ to take adjoints in Banach spaces. After all notice that, for any $0 < p, q < \infty$ and $1/r = 1/p + 1/q$, we have

$$
\text{Hom}(\ell^p, \ell^r) = \ell^q \quad \text{and} \quad \text{Hom}(\ell^q, \ell^r) = \ell^p
$$

so $\text{Hom}(\text{Hom}(\ell^p, \ell^r), \ell^r) = \ell^p$ whenever $0 < r < p < \infty$. Thus we see that $\ell^p$ is ‘reflexive’ (with $\ell^r$ as target space) even for $0 < p < 1$! For an arbitrary $\ell^\infty$ module $E$ one only has a homomorphism $\imath : E \rightarrow \text{Hom}(\ell^r, \ell^r)$ given by $(u)(v) = u(v(e))$.

The following couple of results provides the affirmative answer to Kalton’s question we mentioned in the Introduction for sequence spaces.

**Theorem 2.** Let $0 < p, q < \infty$ be fixed. Then $\text{Hom}(-, \ell^r)$ defines an isomorphism between $\text{Ext}(\ell^p)$ and $\text{Ext}(\ell^q)$, where $r$ is given by $1/p + 1/q = 1/r$.

**Proof.** (Linear.) Suppose we are given an extension of $\ell^\infty$-modules $\ell^p \rightarrow X \rightarrow \ell^p$. Apply $\text{Hom}(-, \ell^r)$ to get

$$
0 \rightarrow \text{Hom}(\ell^p, \ell^r) \rightarrow \text{Hom}(X, \ell^r) \rightarrow \text{Hom}(\ell^p, \ell^r) \rightarrow \text{Ext}(\ell^p, \ell^r) \rightarrow \cdots
$$

But $\text{Ext}(\ell^p, \ell^r) = 0$, so the above diagram is in fact a self-extension of $\ell^r$. It is pretty obvious that this procedure preserves equivalence and so it defines a morphism $\text{Hom}(-, \ell^r) : \text{Ext}(\ell^p) \longrightarrow \text{Ext}(\ell^q)$.

To see that it is indeed an isomorphism, just consider $\text{Hom}(-, \ell^r)$ as a map from $\text{Ext}(\ell^p)$ to $\text{Ext}(\ell^q)$—taking into account that $r < q$—and let us check that the two maps are inverse to each other. Indeed, if we apply $\text{Hom}(-, \ell^r)$ to (5), we obtain another extension

$$
0 \rightarrow \text{Hom}(\text{Hom}(\ell^p, \ell^r), \ell^r) \rightarrow \text{Hom}(\text{Hom}(X, \ell^r), \ell^r) \rightarrow \text{Hom}(\text{Hom}(\ell^p, \ell^r), \ell^r) \rightarrow 0.
$$

But after the identification $\ell^p = \text{Hom}(\text{Hom}(\ell^p, \ell^r), \ell^r)$ this extension is equivalent to the starting one since the diagram

$$
\begin{array}{ccccccc}
\ell^q & \longrightarrow & X & \longrightarrow & \ell^p \\
\| & & 1 & & \|
\end{array}
$$

$$
\begin{array}{ccccccc}
\text{Hom}(\ell^q, \ell^r) & \longrightarrow & \text{Hom}(X, \ell^r) & \longrightarrow & \text{Hom}(\ell^q, \ell^r) \\
\| & & \| & & \|
\end{array}
$$

is commutative.
(Nonlinear) We know every self-extension of \( \ell^p \) comes from a centralizer. With the same notation as before, taking \( Z = Y = \ell^p \) and \( E = \ell^r \), so that \( M(Z,E) = M(Y,E) = \ell^r \), we have seen that for every \( \Omega \in C(\ell^p) \) there is \( \Phi \in C(\ell^p) \) such that
\[
\|f\Omega(g) - \Phi(f)g\|_r \leq M\|f\|_q\|g\|_p.
\]
And this correspondence defines a morphism \( \text{Hom}(\cdot, \ell^r) : C_\omega(\ell^p) \to C_\omega(\ell^q) \). Taking now \( Z = Y = \ell^q \) and \( E = \ell^r \) again we can regard \( \text{Hom}(\cdot, \ell^r) \) as a morphism from \( C_\omega(\ell^p) \) to \( C_\omega(\ell^q) \). That these morphisms are inverse to each other is obvious from (7).

Please notice the ‘contravariant’ nature of the isomorphism appearing in Theorem 2. Actually, if \( p = q \) so that \( r = p/2 \), the involutive automorphism \( \text{Hom}(\cdot, \ell^r) \) is not the identity on \( \text{Ext}(\ell^p, \ell^p) \). In particular, \( \text{Hom}(\cdot, \ell^1) \) is just Banach space duality from \( \text{Ext}(\ell^p) \) to \( \text{Ext}(\ell^q) \) when \( 1 < p, q < \infty \) are conjugate exponents in the sense that \( 1/p + 1/q = 1 \).

A ‘covariant’ isomorphism can be obtained through \( \text{Hom}(\ell^1, \cdot) \) as follows.

Suppose \( \ell^p \to X \to \ell^p \) is an extension of \( \ell^\infty \)-modules. Fix \( s > p \) and apply \( \text{Hom}(\ell^s, \cdot) \) to get
\[
0 \to \text{Hom}(\ell^s, \ell^p) \to \text{Hom}(\ell^s, E) \to \text{Hom}(\ell^s, \ell^p) \to \text{Ext}(\ell^s, \ell^p) \to \cdots
\]
As \( \text{Ext}(\ell^s, \ell^p) = 0 \), the above diagram is in fact a self-extension of \( \ell^q \), where \( q \) is given by \( 1/s + 1/q = 1/p \). We have the following.

**Theorem 3.** Let \( 0 < p < q < \infty \) be fixed. Then \( \text{Hom}(\ell^s, \cdot) \) defines an isomorphism between \( \text{Ext}(\ell^p) \) and \( \text{Ext}(\ell^q) \), where \( s \) is given by \( 1/s + 1/q = 1/p \).

**Proof.** Let us describe the action of \( \text{Hom}(\ell^s, \cdot) \) on centralizers. Let \( \Omega \) be a centralizer giving \( E \). Regarding \( f \in \ell^q \) as a homomorphism from \( \ell^s \) to \( \ell^p \) we can consider the composition \( \Omega \circ f : \ell^s \to \ell^p \to \ell^0 \). This is a centralizer from \( \ell^s \) to \( \ell^p \), with \( C[\Omega \circ f] \leq C[\Omega]\|f\|_q \). Now, Corollary 1 gives \( \phi \in \ell^0 \) such that \( \text{dist}(\phi, \Omega \circ f) \leq MC[\Omega]\|f\|_q \). Writing \( \phi = \Theta(f) \) we obtain a centralizer \( \Theta \) on \( \ell^q \) satisfying
\[
\|\Theta(f)g - \Omega(fg)\|_r \leq MC[\Omega]\|f\|_q\|g\|_s \quad (f \in \ell^q, g \in \ell^s).
\]
It is moreover clear that if \( \Theta' \) is another centralizer satisfying a similar inequality, then \( \Theta \approx \Theta' \). That sending \( \Omega \) to \( \Theta \) defines a morphism from \( C_\omega(\ell^p) \) to \( C_\omega(\ell^q) \) should be obvious.

Next we find an inverse for \( \text{Hom}(\ell^s, \cdot) \). Although the most natural way of proceeding is to apply Kalton’s downloading which is described in detail in next Section, we can invert the action of \( \text{Hom}(\ell^s, \cdot) \) by composing two functors of type \( \text{Hom}(\cdot, \ell^p) \). Notice that the composition of two contravariant functors is covariant.

We must adjust \( r \) and \( t \) so that \( \text{Hom}(\ell^q, \ell^r), \ell^t) = \ell^p \). We fix any \( r < q \), so that \( \text{Hom}(\ell^q, \ell^r) = \ell^t \), where \( q^{-1} + \tilde{q}^{-1} = r^{-1} \). Then \( t \) is given by \( q^{-1} + \tilde{q}^{-1} = t^{-1} \) and we have
\[
t^{-1} = r^{-1} - q^{-1} + p^{-1} = r^{-1} + s^{-1}.
\]
We prove now that the composition
\[
\text{Hom}(\cdot, \ell^t) \circ \text{Hom}(\cdot, \ell^r) : \text{Ext}(\ell^q) \to \text{Ext}(\ell^t) \to \text{Ext}(\ell^p)
\]
is left inverse to \( \text{Hom}(\ell^s, \cdot) : \text{Ext}(\ell^p) \to \text{Ext}(\ell^q) \). This clearly implies that \( \text{Hom}(\ell^s, \cdot) \) is an isomorphism since both \( \text{Hom}(\cdot, \ell^r) \) and \( \text{Hom}(\cdot, \ell^t) \) are.

So, let \( \Omega \) be in \( C(\ell^p) \) and let \( \Theta \in C(\ell^p) \) be the centralizer given by (9). Next, we apply \( \text{Hom}(\cdot, \ell^t) \) to \( \Theta \) thus obtaining a centralizer \( \Phi \in C(\ell^p) \) satisfying
\[
\|\Phi(h)f - h\Theta(f)\|_r \leq M\|h\|_q\|f\|_q.
\]
Finally, applying \( \text{Hom}(\cdot, \ell^t) \) to \( \Phi \) we get a centralizer \( \Psi \in C(\ell^p) \) such that
\[
\|\Psi(h)g - k\Phi(f)\|_t \leq M\|k\|_p\|h\|_q.
\]
We complete the proof by showing that $\Psi = \Omega$. To see this, take any $k \in \ell^p$ and $h \in \ell^q$ and write $k = fg$, with $f \in \ell^p, g \in \ell^q$ and $\|k\|_p = \|fg\|_q$. According to (9), (10) and (11) we have
\[
\|\Theta(f)gh - \Omega(fg)h\| \leq M\|f\|_q\|g\|_q\|h\|_q
\]
\[
\|fg\Phi(h) - \Theta(f)gh\| \leq M\|f\|_q\|g\|_q\|h\|_q
\]
\[
\|\Psi(fg)h - fg\Phi(h)\| \leq M\|f\|_q\|g\|_q\|h\|_q.
\]
And, therefore,
\[
\|\Psi(k) - \Theta(k)\|_p = \|\Psi(k) - \Theta(k)\| : \ell^p \rightarrow \ell^q \leq M\|k\|_p,
\]
as required. □

Remark 2 (Linear approximation vs. non-linear approximation). There is an important difference between Propositions 1 and 2. Indeed, while the approximating morphism $\phi$ depends linearly (actually ‘modularly’) on $\Omega$ when $p < q$ this cannot be achieved when $p > q$ for any values of $p$ and $q$. Precisely, if $p > q$ there is no linear map $\Lambda : \ell(p, \ell^q) \rightarrow \ell^q$ such that $\text{dist}(\Omega, \Lambda(\Omega)) \leq MC(\Omega)$. Otherwise $\text{Hom}( -, \ell^q)$ would be zero at $\text{Ext}(\ell^p)$. In fact there is no linear $\Lambda$ such that $\text{dist}(\Omega, \Lambda(\Omega)) < \infty$. We will refrain from entering into further details here.

3. Kalton’s downloading revisited

In this Section we present an explicit method that allows one to ‘shift’ centralizers applying a suitable transformation that replaces both the domain and the target space by new ones. We will prove in due course (Subsection 3.8) that this process is nothing different from taking a tensor product.

3.1. Product spaces. Let $X$ and $Y$ be quasi-normed function spaces on the same measure space. The space of products is
\[
XY = \{u \in L^0 : u = fg \text{ for some } f \in X, g \in Y\}.
\]
For $u \in XY$, put
\[
\|u\|_{XY} = \inf\{\|f\|\|g\| : u = fg, f \in X, g \in Y\}.
\]

Lemma 6. $XY$ is a quasi-normed function space. Moreover, if $X$ is a $p$-Banach space and $Y$ is a $q$-Banach space, then $XY$ is an $r$-Banach space, where $r$ is given by $1/r = 1/p + 1/q$.

Proof. Let $u_1, u_2 \in XY$. We show that $u_1 + u_2$ belongs to $XY$ and that $\|u_1 + u_2\| \leq 4\Delta_X\Delta_Y(\|u_1\| + \|u_2\|)$. Suppose $u_i = f_ig_i, i = 1, 2$ and let $h = |g_1| + |g_2|$. Then $g_i = a_i h$, with $\|a_i\|_\infty \leq 1$ and clearly $\|h\| \leq \Delta_Y(\|g_1\| + \|g_2\|)$. Hence,
\[
u_1 + u_2 = f_1g_1 + f_2g_2 = f_1a_1h + f_2a_2h = (a_1f_1 + a_2f_2)h \in XY.
\]
Moreover,
\[
\|u_1 + u_2\| \leq \|a_1f_1 + a_2f_2\|h \leq \Delta_X\Delta_Y(\|f_1\| + \|f_2\|)(\|g_1\| + \|g_2\|).
\]
Taking into account that, for $\alpha, \beta > 0, u_1 = \alpha f_1\alpha^{-1}g_1$ and $u_2 = \beta f_2\beta^{-1}g_2$, we obtain
\[
\|u_1 + u_2\| \leq \Delta_X\Delta_Y(\alpha\|f_1\| + \beta\|f_2\|)(\alpha^{-1}\|g_1\| + \beta^{-1}\|g_2\|).
\]
Minimizing the right-hand side on the preceding inequality, we get
\[
\|u_1 + u_2\| \leq \Delta_X\Delta_Y(\|f_1\|^{1/2}\|g_1\|^{1/2} + \|f_2\|^{1/2}\|g_2\|^{1/2})^2 \leq \Delta_X\Delta_Y\Delta_{1/2}(\|f_1\|\|g_1\| + \|f_2\|\|g_2\|).
\]
From where it follows that $XY$ is a quasi-normed module of measurable functions. Saturation and the continuity of the embedding $XY \subset L^0$ follows easily from the corresponding properties of $X$ and $Y$. 
We now prove completeness and the ‘moreover’ part at once. First, observe that a quasi-normed space $Z$ is (isomorphic to) a $s$-Banach space if and only if every series $\sum_n z_n$ such that $(\|z_n\|) \in \ell^r$ converges in $Z$.

Let $\sum_n u_n$ be a series in $XY$, with $(\|u_n\|) \in \ell^r$, where $1/r = 1/p + 1/q$. We show that $\sum_n u_n$ converges in $XY$. Without loss of generality, we may assume $u_n \geq 0$ for all $n$. Take sequences $(s_n) \in \ell^p$ and $(t_n) \in \ell^q$ such that $s_n t_n > \|u_n\|$ and, for each $n$ choose positive $f_n \in X$ and $g_n \in Y$ such that $u_n = f_n g_n$, with $\|f_n\|_X \leq s_n$ and $\|g_n\|_Y \leq t_n$. Put $f = \sum_{n=1}^\infty f_n$ and $g = \sum_{n=1}^\infty g_n$ and let $v = f g$.

Clearly, $\sum_{n=1}^m u_n \leq v$ for all $m$, so that we can define a measurable function taking
\[
 u(t) = \sum_{n=1}^\infty u_n(t) \quad (t \in S).
\]

Obviously $u \in XY$, since $XY$ is a function module and $u$ is dominated by $v$, which belongs to $XY$. The proof will be complete if we show that $u = \sum_{n=1}^\infty u_n$ in $XY$. But, for each $m$, one has
\[
 u - \sum_{n=1}^m u_n \leq \left( \sum_{n=m+1}^\infty f_n \right) \left( \sum_{n=m+1}^\infty g_n \right)
\]
and since
\[
 \lim_{m \to \infty} \left\| \sum_{n=m+1}^\infty f_n \right\|_X = \lim_{m \to \infty} \left\| \sum_{n=m+1}^\infty g_n \right\|_Y = 0
\]
we are done. \[\square\]

We now compute some product spaces which are important for applications.

**Proposition 3.**
(a) For $0 < p, q \leq \infty$ we have $L^p L^q = L^{r}$, where $1/r = 1/p + 1/q$.
(b) If $X$ is a (Banach-) Köthe space and $X'$ is its Köthe dual, then $X'X = L^1$.

**Proof.** (a) First, notice that if $f \in L^p$ and $g \in L^q$, then $f g \in L^r$ and $\|f g\|_r \leq \|f\|_p \|g\|_q$, by Hölder inequality. On the other hand, if $h \in L^r$, we can write $h = u|h|^r/p|h|^{r/q}$, where $u$ is unimodular, $|h|^r/p$ belongs to $L^p$ and $|h|^{r/q}$ belongs to $L^q$. Clearly, $\|h\|_r = \| |h|^r/p \| \| |h|^{r/q} \|_q$.

(b) This is just a rewording of the factorization of Lozanovskii [27]: for every $h \in L^1$ and $\varepsilon > 0$ there exist $f \in X$ and $g \in X'$ such that $h = f g$ and $\|f\|_X \|g\|_{X'} \leq (1 + \varepsilon)\|h\|_1$. \[\square\]

**3.2. Downloading.** The following result is a generalization of [20, Theorem 5.1], where Kalton considered only the case in which $Z = Y$ is a Köthe space and $V = Z'$ so that $Y V = Z V = L^1$.

**Theorem 4.** Let $Y, Z$ and $V$ be function modules on the same measure and $\Omega \in \mathcal{C}(Z, Y)$ a centralizer. Then there is $\Omega' \in \mathcal{C}(Z, Y V)$ such that
\[
 \|\Omega'(f g) - \Omega(f) g\|_{Y V} \leq KC[\Omega]\|f\|_Z \|g\|_V \quad (f \in Z, g \in V),
\]
where $K$ is a constant depending only on $Z, Y$ and $V$. Moreover, if $\Theta$ is another centralizer satisfying the corresponding estimate, then $\Theta \approx \Omega'$.

**Proof.** As a preparation, we prove that if $f_1, f_2 \in Z$ and $g_1, g_2 \in V$ are such that $f_1 g_1 = f_2 g_2$, then
\[
 \|\Omega(f_1) g_1 - \Omega(f_2) g_2\|_{Y V} \leq C(\|f_1\|_Z \|g_1\|_V + \|f_2\|_Z \|g_2\|_V),
\]
for a suitable constant $C$. Indeed, let $h = f_1 g_1 = f_2 g_2$ and take $f = |f_1| + |f_2|$. Then from
\[
 \|\Omega(f_i) - f_i f^{-1} \Omega(f)\|_V \leq C[\Omega]\|f_i\|_Z \quad (i = 1, 2),
\]
we get
\[
 \|\Omega(f_i) g_i - h f^{-1} \Omega(f)\|_{Y V} \leq C[\Omega]\|f_i\|_Z \|g_i\|_V \quad (i = 1, 2).
\]
And so,
\[
\|\Omega(f_1)g_1 - \Omega(f_2)g_2\|_{Y^V} \leq \Delta_{Y^V} C[\Omega]\|f\|_Z (\|g_1\|_V + \|g_2\|_V) \\
\leq 2\Delta_V \Delta_Y \Delta_Z C[\Omega] (\|f_1\|_Z + \|f_2\|_Z) (\|g_1\|_V + \|g_2\|_V).
\]

By homogeneity of $\Omega$ we also have
\[
\|\Omega(f_1)g_1 - \Omega(f_2)g_2\|_{Y^V} \leq 2\Delta_V \Delta_Y \Delta_Z C[\Omega] (\|f_1\|_Z + \|f_2\|_Z) (\|g_1\|_V + \|g_2\|_V)
\]
for all $\alpha, \beta > 0$. And arguing as in the proof of Lemma 6, we obtain
\[
\|\Omega(f_1)g_1 - \Omega(f_2)g_2\|_{Y^V} \leq 4\Delta_V \Delta_Y \Delta_Z C[\Omega] (\|f_1\|_Z \|g_1\|_V + \|f_2\|_Z \|g_2\|_V).
\]

Now, fix $\varepsilon > 0$. For $h \in ZV$, write $h = f_h g_h$, with $f_h, g_h \in V$ and $\|f_h\|_Z \|g_h\|_V \leq (1 + \varepsilon)\|h\|_{ZV}$. We may and do assume that $f_h$ depends homogeneously on $h$ (that is, $f_{\lambda h} = \lambda f_h$). Finally, define $\Omega' : ZV \to L^0$ by $\Omega'(h) = \Omega(f_h)g_h$.

Let $f \in Z, g \in V$ and $h = fg$. Then,
\[
\|\Omega'(fg) - \Omega(fg)\|_{Y^V} = \|\Omega'(h) - \Omega(fg)\|_{Y^V} \\
= \|\Omega(f_h)g_h - \Omega(fg)\|_{Y^V} \\
\leq 4\Delta_V \Delta_Y \Delta_Z C[\Omega] (\|f_h\|_Z \|g_h\|_V + \|f\|_Z \|g\|_V) \\
\leq 4(2 + \varepsilon)\Delta_V \Delta_Y \Delta_Z C[\Omega] \|f\|_Z \|g\|_V.
\]

It remains to see that $\Omega'$ is a centralizer from $ZV$ to $YV$. Take $h \in ZV$ and $a \in L^\infty$. Then,
\[
\|\Omega'(ah) - a\Omega'(h)\|_{Y^V} = \|\Omega'(ah) - a\Omega(f_h)g_h\|_{Y^V} \\
= \|\Omega'(ah) - \Omega(f_h)ag_h\|_{Y^V} \\
\leq 4(2 + \varepsilon)\Delta_V \Delta_Y \Delta_Z C[\Omega] \|f_h\|_Z \|ag_h\|_V \\
\leq 4(2 + \varepsilon)\Delta_V \Delta_Y \Delta_Z C[\Omega] \|a\|_\infty \|h\|_{ZV}.
\]

The ‘moreover’ part is obvious. \(\square\)

It is important to realize that the ‘correspondence’ between $\Omega$ and $\Omega'$ given by (12) induces a morphism from $C_\infty(Z, Y)$ to $C_\infty(ZV, YV)$ we will denote by $- \cdot V$. Clearly, $- \cdot V$ sends trivial centralizers to trivial centralizers and therefore it defines also a morphism from $C_\infty(Z, Y)$ to $C_\infty(ZV, YV)$ we still denote $- \cdot V$.

Unfortunately we cannot invert the action of $- \cdot V$ even when $Z = Y = L^p$ and $V = L^q$ unless the resulting product space is locally convex, so we need a direct criterion to prove the nontriviality of $\Omega'$. Fortunately the following simple idea works for most function spaces appearing in nature.

**Lemma 7. Notations of Theorem 4.**

(a) If $\text{Hom}(V, YV) = Y$, then $\Omega'$ is trivial if and only if so is $\Omega$.

(b) If $Y$ and $V$ are maximal, lattice-convex function spaces, then $\text{Hom}(V, YV) = Y$.

**Proof.** Let us prove (a). The hypothesis means that every homomorphism $V \to YV$ has the form $v \mapsto yv$ for some $y \in Y$ and that $\|y : V \to YV\|$ is equivalent to $\|y\|_Y$.

Suppose $\Omega'$ is trivial. Then there is $\phi \in L^0$ such that
\[
\|\Omega'(fg) - \phi(fg)\|_{Y^V} \leq M \|fg\|_{ZV} \quad (f \in Z, g \in V).
\]

Taking (12) into account we have
\[
\|(\Omega(f)g - (\phi f)g\|_{Y^V} \leq M \|f\|_Z \|g\|_V \quad (f \in Z, g \in V).
\]

Therefore we have $\Omega \approx \phi$ and we are done.

As for (b), first of all notice that $X' = \{ug^r : |u| = 1, g \in X_+\}$ and $\|g\|_{X'} = \|g\|_X$. Also, the arithmetic rule $X'Y' = (XY)'$ holds isometrically. Next we prove that if $X$ and $Y$
are function modules, then \( M(X^r, Y^r) = M(X, Y)^r \), with equality of quasi-norms. Indeed, let \( \varphi \in M(X^r, Y^r)_+ \), so that for each \( x \in X_+ \) one has \( \varphi x^r \in Y^r \). Then
\[
\|\varphi^{1/r} x\|_Y = \|\varphi^X\|_{Y^r} \leq \|\varphi\|_{X^r} = \|\varphi\|\|x\|_{X^r}.
\]
Therefore \( \varphi^{1/r} \) belongs to \( M(X, Y) \) and \( \|\varphi^{1/r} : X \to Y\| \leq \|\varphi : X^r \to Y^r\|^{1/r} \), that is, \( M(X^r, Y^r) \subset M(X, Y)^r \) and \( \|\varphi\|_{M(X, Y)^r} \leq \|\varphi\|_{M(X^r, Y^r)} \). The reversed containment is as follows. Let \( \psi \in M(X, Y)_+ \), so that \( \|\psi x\|_Y \leq \|\psi\|_{M(X, Y)}\|x\|_X \). Then,
\[
\|\psi^r x^r\|_{Y^r} = \|\psi x\|_Y \leq \|\psi\|_{M(X, Y)}\|x\|_{X^r} = \|\psi\|_{M(X, Y)}\|x^r\|_{X^r},
\]
that is, \( \|\psi^r\|_{M(X^r, Y^r)} \leq \|\psi\|_{M(X, Y)}\|x^r\|_{X^r} \), as desired.

Now we recall a result by Calderon [8] stating that if \( X \) and \( Y \) are Banach function modules, then the intermediate spaces \( X^\theta Y^{1-\theta} \) Banach spaces for every \( 0 < \theta < 1 \), and in particular so is \( X^{1/2} Y^{1/2} \). Also we need the following recent result of Schep [31, Theorem 2.8]: if \( E \) and \( F \) are maximal Banach function spaces and \( EF \) is (isomorphic to) a Banach space, then \( M(E, EF) = F \).

After this preparation, let us complete the proof. We already know that \( \text{Hom}(V, V^Y) = M(V, V^Y) \). The hypothesis implies that \( V^s \) and \( Y^t \) are Banach spaces for suitable \( s \) and \( t \) and so are \( V^r \) and \( Y^r \), where \( r = \min\{s, t\} \). As \( V_\sharp, Y_\sharp \) and \( V_\sharp Y_\sharp = (VY)_\sharp \) are all Banach spaces we have
\[
M(V_\sharp, (VY)_\sharp) = M(V_\sharp, V_\sharp Y_\sharp) = Y_\sharp,
\]
so
\[
Y = (V_\sharp)_\sharp = M(V_\sharp, (VY)_\sharp)_\sharp = M(V_\sharp Y_\sharp, (VY)_\sharp)_\sharp = M(V, V^Y),
\]
which completes the proof. \( \square \)

3.3. Intermediate spaces. In some applications of Theorem 4 one needs to know which spaces \( X \) have \( L^p \) as a factor (that is, \( X = L^p V \) for suitably chosen \( V \)) and which spaces \( Y \) are factors of \( L^q \) (this means \( L^q Y = W \) for some \( W \)). The following result contains some partial answers.

**Proposition 4.** Let \( X \) be a quasi-Banach function module.

(a) If \( X \) is \( p \)-convex, then \( L^p = X \cdot M(X, L^p) \).

(b) If \( X \) is \( q \)-concave (hence maximal), then \( X = L^q \cdot M(L^q, X) \).

**Proof.** As before we will use lattice-convexity to pass to the locally convex setting, where the results appear in Schep [31]. Notice that \( (L^p)\ast = L^{p/r} \) for \( 0 < p, r < \infty \). Let us prove (a) and leave the proof of (b) to the reader. It suffices to see that \( (L^p)^p = (X \cdot M(X, L^p))^p \).

The former space is just \( L^1 \), while the latter can be computed as
\[
(X \cdot M(X, L^p))^p = X^p (M(X, L^p))^p = X^p M(X^p, (L^p)^p) = X^p M(X^p, L^1).
\]
But \( X^p \) is a Banach function space and \( M(X^p, L^1) \) is quite clearly its Köthe dual. Now, take a look at Proposition 3. \( \square \)

3.4. Intermission: minimal extensions and \( K \)-spaces. A minimal extension (of \( Z \)) is a short exact sequence of quasi-Banach spaces \( \mathbb{K} \to X \to Z \), where \( \mathbb{K} \) is the ground field. When every minimal extension of \( Z \) splits we say that \( Z \) is a \( K \)-space — \( K \) is not, but should be for Kalton [14]. It is important for us that, for \( p \in (0, \infty] \), (the infinite-dimensional) \( L^p \) is a \( K \)-space if and only if \( p \neq 1 \) ([17, 26, 29, 30]). The deepest of these results is, by far, that \( L^\infty \) is a \( K \)-space.

Let \( A \) be a Banach algebra with unit 1 and \( X \) a quasi-Banach \( A \)-module. Then the right modules \( Z^\ast \) and \( \text{Hom}_A(Z, A^\ast) \) are naturally isomorphic: consider the map \( 1 \circ h \colon \text{Hom}_A(Z, A^\ast) \to Z^\ast \) given by composition (on the left): \( 1 \circ h = 1 \circ h \). This is clearly a homomorphism of (right)
modules. Let \( u : Z^* \to \text{Hom}_A(Z, A^*) \) be given by \( (u(z^*))(z)(a) = z^*(az) \). It is easily verified that \( 1_1 \) and \( u \) are mutually inverse homomorphisms.

We now show that, when the underlying algebra is a \( K \)-space the ‘first derived’ version of the identity \( Z^* = \text{Hom}_A(Z, A^*) \) holds true.

**Theorem 5.** Let \( A \) be a commutative and unital Banach algebra whose underlying Banach space is a \( K \)-space. Then \( \text{Ext}_K(Z, K) = \text{Ext}_A(Z, A^*) \) for all \( A \)-modules \( Z \).

**Proof.** We give only the main steps. The way from \( \text{Ext}_A(Z, A^*) \) to \( \text{Ext}_K(Z, K) \) is taking push-out with 1 : \( A^* \to K \) as in the diagram

\[
\begin{array}{cccccc}
0 & \longrightarrow & A^* & \longrightarrow & X & \longrightarrow & Z & \longrightarrow & 0 \\
& & 1 & \downarrow & & \parallel & & & \\
0 & \longrightarrow & K & \longrightarrow & \text{PO} & \longrightarrow & Z & \longrightarrow & 0 \\
\end{array}
\]

As for other direction, let \( K \to E \to Z \) be a minimal extension of \( Z \). Applying \( L(A, -) \) we have

\[
0 \to L(A, K) \to L(A, E) \to L(A, Z) \to \text{Ext}_K(A, K) \to \cdots
\]

But \( A \) is a \( K \)-space and this is in fact an extension of \( L(A, Z) \) by \( A^* = L(A, K) \) in the category of left-modules on \( A \). On the other hand there is a natural embedding \( j : Z \to L(A, Z) \) given by \( jz(a) = az \) and we can form the pull-back diagram

\[
\begin{array}{cccccc}
0 & \longrightarrow & L(A, K) & \longrightarrow & L(A, E) & \longrightarrow & L(A, Z) & \longrightarrow & 0 \\
& & & \parallel & \uparrow & \parallel & \uparrow & & \\
0 & \longrightarrow & A^* & \longrightarrow & \text{PB} & \longrightarrow & Z & \longrightarrow & 0 \\
\end{array}
\]

whose lower row is the extension we were looking for.

**Corollary 2.** Let \( Z \) be an \( L^\infty \)-module whose underlying quasi-Banach is a \( K \)-space. Then \( \text{Ext}(Z, L^1) = 0 \). In particular \( \text{Ext}(L^p, L^1) = 0 \) for every \( p \neq 1 \).

**Proof.** We have \( \text{Ext}_{L^\infty}(Z, (L^\infty)^*)^* = 0 \). But \( L^1 \) is complemented in \( (L^\infty)^* \) by a homomorphism (namely, the Radon-Nikodým projection) and the result follows.

**3.5. Esoteric remark on minimal extensions.** Theorem 5 implies that if \( Z \) is any quasi-Banach \( L^\infty \)-module, then \( \text{Ext}_K(Z, K) = \text{Ext}_{L^\infty}(Z, (L^\infty)^*) \). Of course, the module \( (L^\infty)^* \) is very large and one may ask under which conditions can be replaced by \( L^1 \). As \( L^1 \) is complemented by a homomorphism \( (L^\infty)^* \) we see that \( \text{Ext}_{L^\infty}(Z, L^1) \) is a complemented submodule of \( \text{Ext}_K(Z, K) = \text{Ext}_{L^\infty}(Z, (L^\infty)^*) \) for arbitrary \( Z \).

We want to stress that the usual procedure to get a module extension out from a minimal extension of would lead to a kind of ‘centralizer’ from \( Z \) to \( (L^\infty)^* \).

Kalten isolated in [21, p. 490 (4.4-4.6)] the subclass of quasi-linear maps \( \Phi : L^1 \to K \) which are associated to centralizers \( \Psi \in \mathcal{C}(L^1) \) in the sense that

\[
|\Phi(f) - \int_S \Psi(f) d\mu| \leq M\|f\|_1 \quad (f \in L^1_0)
\]

under the name of ‘semilinear functionals’. To be true Kalton deals with mappings \( \Phi \) defined on (dense semi-ideals of) \( L^1_+ \), but a genuine quasi-linear map can be obtained as \( f \mapsto \Phi(f^+)-\Phi(f^-) \), where \( f = f^+ - f^- \) is the decomposition of \( f \) into its positive and negative parts. Notice that (14) means \( \Phi \approx (1_S, \Psi) \) on \( L^1_0 \). Then it is shown [21, Theorem 6.8] that each quasi-linear map \( L^1_0 \to K \) is equivalent to a semilinear one and therefore one has

\[
\text{Ext}(L^1, L^1) = \text{Ext}_{K}(L^1, K)
\]

via evaluation at \( 1_S \). This generalizes as follows. Part (a) holds for much less restrictive hypothesis on \( Z \) but the details would take us too far afield.
Proposition 5. (a) If $\mu$ is finite and $Z$ is a symmetric and minimal function space with nontrivial concavity, then $\text{Ext}_k(Z, K) = \text{Ext}(Z, L^1)$ though evaluation at $1_8$.

(b) If $Z$ is a minimal sequence space, then $\text{Ext}_k(Z, K) = \text{Ext}(Z, \ell^1)$.

Proof. (a) Of course every extension of $Z$ by $L^1$ induces a minimal extension of $Z$ taking push-out with $1 \in L^\infty = (L^1)^*$, assume $\mu > 1$ and we have $X = L^q \cdot M(L^q, X)$ by Proposition 4 (b). By symmetry $Z$ contains $L^q$ and so $M(L^q, X)$ contains $L^\infty$. Set $M^\infty$ for the closure of $L^\infty$ in $M(L^q, X)$ and let us observe that $L^q M^\infty = X$. Now let $\mathbb{K} \to E \to Z$ be a minimal extension of $Z$. Applying $L(L^q, -)$ and taking into account that $L^q$ is a $K$-space we get the extension of left $L^\infty$-modules $L(L^q, \mathbb{K}) \to L(L^q, E) \to L(L^q, Z)$. Let $p$ be the conjugate exponent of $q$ and consider the pull-back diagram

$$
\begin{array}{cccccc}
0 & \longrightarrow & L(L^q, \mathbb{K}) & \longrightarrow & L(L^q, E) & \longrightarrow & L(L^q, Z) & \longrightarrow & 0 \\
0 & \longrightarrow & L^p & \longrightarrow & \text{PB} & \longrightarrow & M^\infty & \longrightarrow & 0
\end{array}
$$

By our choice of $M^\infty$ the lower extension in the preceding diagram arises (up to equivalence in $\text{Ext}(M^\infty, L^p)$) from a centralizer and we can apply $\cdot L^q$ to get an extension of $Z = L^q M^\infty$ by $L^1 = L^q L^p$. Probably it is not necessary to say more.

Part (b) follows from Theorem 5, taking into account that the elements of finite support are dense in $Z$ and that every element of $(\ell^\infty)^*$ with finite support is already in $\ell^1$.

3.6. Applications to Banach function spaces. The following result should be contrasted with the fact that $\text{Ext}_k(L^p, L^q) \neq 0$ for every choice of $p, q \in [1, \infty]$, apart from $p = q = \infty$ (see [7]).

Theorem 6. Let $1 \leq p, q \leq \infty$. Then $\text{Ext}(L^p, L^q) = 0$ unless $p = q$.

Proof. Each element of $\text{Ext}(L^p, L^q)$ comes from a centralizer $\Omega$. If $q = 1$ then $\Omega$ is trivial, by Corollary 2. Otherwise we apply Theorem 4 to $\Omega$ taking $V = L^r$, where $r$ is the conjugate exponent of $q$ so that $\Omega' \in \mathcal{C}(L^s, L^1)$, where $1/s = 1 + 1/p - 1/q$. A quick look at Lemma 7 ends the proof.

Corollary 3. $\text{Ext}(L^p, L^q) = 0$ for all $0 < p < q \leq \infty$.

Proof. If $p \geq 1$ the result is contained in Theorem 6. We prove it for $0 < p < 1$. If $\mu = \alpha + \gamma$ is the decomposition of $\mu$ into its (purely) atomic part and the continuous part, then

$$
\text{Ext}_{L^\infty}(L^p, L^q) = \text{Ext}_{L^\infty}(L^p(\alpha), L^q(\alpha)) \times \text{Ext}_{L^\infty}(L^p(\gamma), L^q(\gamma)) = \text{Ext}_{L^\infty(\alpha)}(L^p(\alpha), L^q(\alpha)) \times \text{Ext}_{L^\infty(\gamma)}(L^p(\gamma), L^q(\gamma)).
$$

Hence we may assume that $\mu$ is either purely atomic or non-atomic. If $\mu$ is non-atomic, then the result follows from $\text{Ext}_k(L^p, L^q) = 0$ (proved by Kalton in [17, Theorem 3.6(ii)]) and $L(L^p, L^q) = 0$ (see Lemma 4(b)).

If $\mu$ is purely atomic, then it is (up to a renormalization which preserves all structures in consideration) counting measure on some index set and the result has been already proved in Proposition 2 — see also Proposition 6 below.

3.7. Applications to sequence spaces. Let us begin with an ultrapower-free proof of Proposition 2 based on Theorem 4, its companion Lemma 7 and an old estimate due (of course) to Kalton.

Proposition 6. Given $\Omega \in \mathcal{C}(\ell^p, \ell^q)$, define $\phi : \mathbb{N} \to \mathbb{K}$ by $\phi(k) = \Omega(e_k)(k)$, where $(e_k)$ is the unit basis of $\ell^p$. If $0 < p < q \leq \infty$, then

$$
\|\Omega f - \phi f\|_q \leq M C[\Omega]\|f\|_p \quad (f \in \ell^p),
$$

for some constant $M$ depending only on $p$ and $q$. 

proof. First suppose \( q \leq 1 \), so that \( \ell^q \) is \( q \)-normed. As \( \Omega : \ell^q \to \ell^q \) is quasi-linear and one has

\[
\left\| \Omega \left( \sum_{i=1}^n f_i \right) - \sum_{i=1}^n \Omega(f_i) \right\|_q \leq Q[\Omega] \cdot \left( \sum_{i=1}^n \left( \frac{2}{i} \right)^{q/p} \right)^{1/q} \left\| \sum_{i=1}^n f_i \right\|_p ,
\]

as long as \( (f_i) \) have disjoint supports (see [17, Lemma 3.4]). The result follows just taking \( f_i = e_i \).

For \( q > 1 \) let \( r \) be the conjugate exponent so that \( \ell^q \ell^r = \ell^1 \) and \( \ell^p \ell^q = \ell^s \), with \( s < 1 \). Now apply Theorem 4 with \( V = \ell^r \), Lemma 7 and the case just proved to the resulting centralizer \( \Theta' \in \mathcal{C}(\ell^s, \ell^1) \).

Next, we show how Theorem 4 can be used to invert the action of \( \text{Hom}(\ell^q, -) : \text{Ext}(\ell^p) \to \text{Ext}(\ell^q) \). Recall that when \( s^{-1} + q^{-1} = p^{-1} \) and \( \Omega \) is a centralizer on \( \ell^p \), \( \text{Hom}(\ell^s, -) \) gives a centralizer \( \Theta \) on \( \ell^q \) satisfying an estimate

\[
\| \Theta(f)g - \Omega(fg) \|_p \leq M\|f\|_q \|g\|_s ,
\]

But \( \ell^q \ell^q = \ell^p \) and we can apply Theorem 4 to \( \Theta \) thus obtaining a centralizer \( \Theta' \) on \( \ell^p \) such that

\[
\| \Theta'(fg) - (\Theta f)g \|_p \leq M'\|f\|_q \|g\|_s ,
\]

which implies that \( \Omega \approx \Theta' \). This provides an alternative proof for the second part of Theorem 3.

**Theorem 7.** Let \( X \) be a \( q \)-concave quasi-Banach sequence space. Then there is a sequence space \( V \) such that \( \ell^q V = X \) and \(- \cdot : \mathcal{C}_\infty(\ell^q) \to \mathcal{C}_\infty(X) \) is an isomorphism.

**Proof.** We have \( X = \ell^q M(\ell^q, X) \) and since \( X \) is lattice-convex one also has \( \ell^p = X \cdot M(X, \ell^p) \) for some \( 0 < p < q \). Take \( V = M(\ell^q, X) \) and \( W = M(X, \ell^p) \). Then \( \ell^p = \ell^q V W \) from where it follows that \( VW = \ell^q \), where \( 1/q = 1/p + 1/r \). As forming products is associative we have \(- \cdot \ell^r = (- \cdot W) \circ (- \cdot V) \). But \(- \cdot \ell^r : \mathcal{C}_\infty(\ell^q) \to \mathcal{C}_\infty(\ell^p) \) is an isomorphism and so are \(- \cdot : \mathcal{C}_\infty(\ell^q) \to \mathcal{C}_\infty(X) \) and \(- \cdot W : \mathcal{C}_\infty(X) \to \mathcal{C}_\infty(\ell^p) \).

### 3.8. Applications to tensor products.

We now introduce tensor products of quasi-Banach modules over a commutative Banach algebra \( A \). The case \( A = L^\infty \) suffices for our present purposes. Anyway, commutativity of the underlying algebra is necessary in order to guarantee that the algebraic tensor product of two left modules makes sense.

Let \( X, Y \) and \( Z \) be quasi-Banach modules over \( A \). A bihomomorphism \( B : X \times Y \to Z \) is a (jointly continuous) bilinear operator which acts as a homomorphism in each variable: \( B(ax, y) = B(x, ay) = aB(x, y) \).

The common idea behind the construction of any tensor product is that it makes bihomomorphisms into ordinary homomorphisms on a suitable (perhaps more complex) domain.

**Definition 3.** Let \( \mathcal{C} \) be a category of quasi-Banach modules over a commutative Banach algebra \( A \) and let \( X \) and \( Y \) be members of \( \mathcal{C} \). A tensor product of \( X \) and \( Y \) over \( A \) in \( \mathcal{C} \) is an element \( T \) of \( \mathcal{C} \) together with a bihomomorphism \( \theta : X \times Y \to T \) having the following universal property: for every object \( Z \) of \( \mathcal{C} \) and every bihomomorphism \( B : X \times Y \to Z \), there is a unique homomorphism \( L : T \to Z \) such that \( B = L \circ \theta \).

It is easily seen that all possible tensor products are essentially the same, and so, we speak of the tensor product (instead of a tensor product).

The main problem dealing with tensor products of quasi-Banach spaces (or modules) is existence. For instance it is unknown whether or not \( L^p \) and \( L^q \) have a tensor product in the category of quasi-Banach spaces, even if \( p = q = 1 \). Fortunately, we can explicitly construct tensor products over \( L^\infty \) for all pairs of quasi-Banach function spaces:
Theorem 8. Suppose $X$ and $Y$ are function spaces. Then the bihomomorphism $\theta : X \times Y \to XY$ given by $\theta(f,g) = fg$ is the tensor product of $X$ and $Y$ in the category of quasi-Banach $L^\infty$-modules.

Proof. Clearly, the map $\theta$ is a bihomomorphism, with $||\theta|| = 1$. Let $B : X \times Y \to Z$ be a bihomomorphism. Define $T : XY \to Z$ taking $T(u) = B(f,g)$, where $u = fg$, with $f \in X$ and $g \in Y$. We show that $T$ is a well-defined map. Suppose $u = f'g'$ is another factorization. Let $f'' = |f| + |f'|$, $g'' = |g| + |g'|$. Write $f = af'', g = bg''$, $f' = a'f''$, $g' = b'g''$ with $||a||_\infty, ||a'||_\infty, ||b||_\infty$ and $||b'||_\infty$ at most one and $\text{supp} a, \text{supp} a' \subset \text{supp} f''$, $\text{supp} b, \text{supp} b' \subset \text{supp} g''$. By our choice of $a, a', b, b'$ the condition $u = af''g'' = a'b f'' g''$ implies that $ab = a'b$ and we have

$$B(f,g) = B(a f'', b g'') = abB(f'', g'') = a'b B(f'', g'') = B(a' f'', b' g'') = B(f', g'),$$

which proves that the definition of $T$ makes sense. On the other hand, it is clear that $T(au) = aT(u)$ for all $a \in L^\infty, u \in XY$, which implies that $T$ is linear (Lemma 1) and thus, it is a homomorphism, with $||T|| \leq ||B||$ and $B = T \circ \theta$. This completes the proof.

It should be noted that tensor products depend, not only of the involved spaces, but on the underlying category. For instance, the tensor product of $L^1$ with itself in the category of quasi-Banach $L^\infty$-modules is $L^{1/2}$ (see Proposition 3), while the tensor product of the same spaces in the (smaller) category of Banach $L^\infty$-modules is the Banach envelope $\text{co}(L^{1/2}) = L^1(\alpha)$, where $\alpha$ is the atomic part of $\mu$, and in particular, reduces to zero if $\mu$ is nonatomic. We refer the reader to [25, Chapter 2, §4] for information on Banach envelopes.

It will be convenient to introduce some notation for tensor products. If $X$ and $Y$ are quasi-Banach $A$-modules, then $X \otimes_A Y$ will denote the corresponding quasi-Banach tensor product over $A$. If $X$ and $Y$ are Banach modules $X \otimes_A Y$ stands for the tensor product (over $A$) in the category of Banach modules. This construction can be seen in [15]. As we have seen, if $X$ and $Y$ are Banach $A$-modules, $X \otimes_A Y$ may be different from $X \otimes_A Y$. It is clear, however, that $X \otimes_A Y$ equals $\text{co}(X \otimes_A Y)$.

Following our general conventions we write $X \otimes Y$ for the tensor product in the category of quasi-Banach $L^\infty$-modules. Our next result clarifies the meaning of Theorem 4.

Theorem 9. With the notations of Theorem 4, we have $YV \oplus_{YV} ZV = (Y \oplus_{YV} Z) \oplus V$.

Proof. More precisely we shall prove that the map

$$\theta : (Y \oplus_{YV} Z) \times V \to (YV) \oplus_{YV} (ZV)$$

given by $\theta((y, z), v) = (yv, zv)$ is a bihomomorphism with the required universal property.

That $\theta$ is a ‘bimorphism’ is obvious. Let us check (joint) continuity:

$$||yv - \Omega(z)v + \Omega'(z)v||_{YV} + ||zv||_{ZV} \leq M(||y, z)||_\Omega ||v||_V.$$

Next we show that every $(f,g) \in YV \oplus_{YV} ZV$ can be written as $(f,g) = (yv, zv)$, with

$$M ||(f,g)||_{YV} \leq ||(y, z)||_\Omega ||v||_V.$$

To see this let $g = zv'$ be the decomposition used in Theorem 4 so that $\Omega'(g) = \Omega(z)v'$ and $(1 + \varepsilon)||g||_{ZV} \geq ||z||_Z ||v'||_V$. As $f - \Omega'(g)$ belongs to $YV$ we can find a decomposition $f - \Omega'(g) = yv'$, with $(1 + \varepsilon)||f - \Omega'(g)||_{YV} \geq ||y||_Y ||v'||_{YV}$ and $||u'||_V = ||v'||_V$. Now take $v = ||v'||_V + ||v'||_V$ so that $||v|| \leq 2\Delta_v ||v||_V$ and $v' = av, v'' = bv$, with $||a||_\infty, ||b||_\infty \leq 1$. We have $g = azv$ and

$$f = yv'' + \Omega'g = ybv + (\Omega z)av = (by + a(\Omega z))v.$$
Let us see that the factorization \((f, g) = ((by + a(Ωz))v, azv)\) works. Indeed
\[
\|(by + aΩz, az)\|_Ω\|v\|_V = \|(by + aΩz - Ω(az))\|_Y + \|az\|_Z\|v\|_V
\]
\[
\leq M(\|y\|_Y + \|z\|_Z\|v\|_V)
\]
\[
\leq M(\|y\|_Y\|v\|_V + \|z\|_Z\|v'\|_V)
\]
\[
\leq M(\|f - Ωg\|_YV + \|g\|_ZV).
\]

Now, let \(B : (Y ⊕ Ω) × V → U\) be a bihomomorphism, where \(U\) is any quasi-Banach \(L^\infty\)-module. We define \(T \colon YV ⊕ ΩZV → U\) taking \(T(f, g) = B((y, z), v)\) where \((f, g) = (yv, zv)\).

Of course we must check that this definition makes sense. Suppose
\[(f, g) = (yv, zv) = (y'v', z'v')\]
Write once again \(w = |v| + |v'|\) so that \(v = aw, v' = a'w\) for suitable \(a, a' ∈ L^\infty\). We have \(f = ayw = a'y'w\) and \(g = azw = a'z'w\) and obviously the support of \(w\) contains those of \(a\) and \(a'\), hence \(ay = a'y'\) and also \(az = a'z'\). Now, applying ‘bimodularity’ of \(B\) we get
\[
B((y, z), v) = B((y, z), aw) = B((ay, az), w)
\]
\[
= B((a'y', a'z'), w) = B((y', z'), aw) = B((y', z'), v').
\]

In particular \(T\) preserves the outer multiplication. Anyway one needs to prove additivity, so take \((f, g)\) and \((f', g')\) in \(YV ⊕ ΩZV\) and write \((f, g) = (yv, zv)\) and \((f', g') = (y'v', z'v')\).

Set \(w = |v| + |v'|\) so that \(v = aw, v' = a'w\) for certain \(a, a' ∈ L^\infty\). Then \((f + f', g + g') = (yv + y'v', zv + z'v') = (ayw + a'y'w, azw + a'z'w)\) and thus
\[
T(f + f', g + g') = B((ay + a'y', az + a'z'), w) = B((ay, az), w) + B((a'y', a'z'), w)
\]
\[
= B((y, z), aw) + B((y', z'), a'w) = T(f, g) + T(f', g').
\]

All this shows that \(T\) is a morphism satisfying \(T \circ θ = B\). Continuity follows from the very definition, taking a factorization as in (16).

We can summarize Theorems 4, 8 and 9 and Lemma 7 as follows.

**Theorem 10.** Let \(Z\) and \(Y\) be quasi-Banach function spaces, \(Ω ∈ C(Z, Y)\), and \(Y → X → Z\) the corresponding extension. If \(V\) is another function space, then the sequence
\[
0 → Y ⊗ V → X ⊗ V → Z ⊗ V → 0
\]
(17)
makes sense and is exact. If, in addition, \(Y\) and \(V\) are maximal and lattice-convex, then (17) is trivial if and only if \(so\) is the starting extension.

In other words, \(- ⊗ V\) defines a map (actually a morphism) from \(\text{Ext}(Z, Y)\) to \(\text{Ext}(Z ⊗ V, Y ⊗ V)\), at least if \(Z\) is minimal. It is injective at least when \(Y\) and \(V\) are maximal and lattice-convex. Let us remark some consequences which are now easy.

**Corollary 4.** Let \(Z\) be a minimal quasi-Banach function module and \(Y\) be a maximal Köthe space over the same measure.

(a) If \(\text{Ext}(ZY', L_1) = 0\) (in particular if \(ZY'\) is a \(K\)-space), then \(\text{Ext}(Z, Y) = 0\).

(b) If \(\text{Ext}(Y', L_1) = 0\) (in particular, if \(Y'\) is a \(K\)-space), then \(\text{Ext}(Z, Y) = \text{Ext}(ZY', L_1)\).

**Proof.** Part (a) follows from Theorem 10, taking \(V = Y'\) which is always maximal. Let us derive (b). We already know that the transformation \(- ⊗ Y' : \text{Ext}(Z, Y) → \text{Ext}(ZY', L_1)\) is injective. We show it is onto.

Let \(L^1 \rightarrow X → ZY'\) be an extension of modules. Taking homomorphisms from \(Y'\) we obtain an exact sequence
\[
0 → \text{Hom}(Y', L_1) → \text{Hom}(Y', X) → \text{Hom}(Y', ZY') → \text{Ext}(Y', L_1) → \cdots
\]
But Ext_{L\infty}(Y', L_1) = 0 and Hom(Y', L_1) = Y'' = Y and we have in fact an extension of Hom(Y', ZY') by Y. Even if we cannot identify Hom(Y', ZY') with Z we can form the pull-back diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & Y & \rightarrow & \text{Hom}(Y', X) & \rightarrow & \text{Hom}(Y', ZY') & \rightarrow & 0 \\
\| & & \| & & \| & & \| & & \\
0 & \rightarrow & Y & \rightarrow & \text{PB} & \rightarrow & Z & \rightarrow & 0
\end{array}
\]

It is easily seen that tensorizing the lower row with Y' one obtains the starting extension $L^1 \rightarrow X \rightarrow ZY'$.

Taking $Y = Z$ in part (b) we get the following result of Kalton [20, Theorem 8.1]. The hypothesis on $Z'$ is necessary (consider $Z = L^\infty$).

**Corollary 5.** If $Z$ is a maximal Köthe space such that $Z'$ is a K-space, then Ext($Z$) = Ext($L_1$).

**Remark 3 (From Banach to quasi-Banach).** As we mentioned in the Introduction Theorem 10 has no counterpart for Banach modules. To see this, consider any extension of modules $L^2 \rightarrow X \rightarrow L^2$. As $L^2$ is a K-space, $X$ must be a Banach space, by a result of Dierolf [11, Satz 2.4.1] (perhaps the reader will find [17, Theorem 4.10] more accessible). Taking tensor products with $L^2$ in the category of Banach $L^\infty$-modules we obtain the complex

\[
0 \rightarrow L^2 \otimes L^2 \rightarrow X \otimes L^2 \rightarrow L^2 \otimes L^2 \rightarrow 0
\]

We have $L^2 \otimes L^2 = L^2 \otimes L^2 = L^1$ and since $X \otimes L^2$ is the Banach envelope of $X \otimes L^2$ we have a commutative diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & L^1 & \rightarrow & X \otimes L^2 & \rightarrow & L^1 & \rightarrow & 0 \\
\| & & \| & & \| & & \| & & \\
0 & \rightarrow & L^1 & \rightarrow & X \otimes L^2 & \rightarrow & L^1 & \rightarrow & 0
\end{array}
\]

Now, if (18) were exact, the middle ascending arrow in the preceding diagram would be an isomorphism and $X \otimes L^2$ locally convex. By Lindenstrauss’ lifting $L^1 \rightarrow X \otimes L^2 \rightarrow L^1$ is a trivial extension of Banach spaces. By the amenability of $L^\infty$ it splits as an extension of (quasi-) Banach $L^\infty$-modules. By Lemma 7 the starting extension $L^2 \rightarrow X \rightarrow L^2$ is trivial. Let us stop here.

### 4. Symmetric centralizers

Although we leave open the main problems we addressed in this work we have complete solutions for symmetric centralizers. To introduce them, recall that a function module $X$ is symmetric if every measure preserving automorphism $\sigma$ of $S$ induces an isometry on $X$ in the sense that $\|f \circ \sigma\|_X = \|f\|_X$ for every $f \in X$.

For the sake of clarity, from now on we will consider symmetric spaces associated either to counting measures on discrete sets or to Lebesgue measure (denoted by $\lambda$) on Borel subsets of the line. In fact we are interested in the cases $[0, 1]$ and $[0, \infty)$ only, but we need some flexibility at certain intermediate stages of the proofs.

**Definition 4.** Let $Z$ and $Y$ be symmetric function spaces. A centralizer $\Omega \in \mathcal{C}(Z, Y)$ is said to be symmetric if there is a constant $S$ such that

\[
\|\Omega(f \circ \sigma) - (\Omega f) \circ \sigma\|_Y \leq S\|f\|_Z \quad (f \in Z),
\]

whenever $\sigma$ is a measure preserving automorphism of the underlying measure space. The least possible constant $S$ for which the above inequality holds will be denoted by $S[\Omega]$.
Theorem 11. If \( p \neq q \), each symmetric centralizer in \( \mathcal{C}(L^p, L^q) \) is trivial.

The case \( p < q \) has been already proved in Corollary 3, so let us focus on the case \( p > q \). The proof consists in several steps. To begin with, let us prove the following minimax result.

Lemma 8. Let \( X \) be a symmetric function space and let \( S = \oplus_{k=1}^{\infty} B_k \) be a partition of the underlying measure space into Borel sets of finite measure. Then, for every \( f \in L^0 \), one has
\[
\inf_{c_k \in \mathbb{R}} \left\| f - \sum_k c_k 1_{B_k} \right\|_X \leq \sup_{\sigma} \| f - f \circ \sigma \|_X,
\]
where \( \sigma \) runs over all measure preserving automorphisms of \( S \) leaving every \( B_k \) invariant.

Proof. We write the proof only in the continuous case. The discrete case is easier and we leave it to the reader. Applying a suitable measure preserving automorphism to \( S \) we may and do assume that \( B_k \) are adjacent intervals so that \( B_k = [b_k, b_{k+1}) \) for \( k \in \mathbb{N} \). Suppose \( g \) is any measurable function defined on a set of finite measure \( A \). Then we say that \( m \in \mathbb{R} \) is a median for \( g \) on \( A \) provided
\[
\lambda\{t \in A : g(t) < m\} \leq \frac{\lambda(A)}{2} \quad \text{and} \quad \lambda\{t \in A : g(t) \leq m\} \geq \frac{\lambda(A)}{2}.
\]
Elementary considerations show that every measurable function admits at least one median on each set of finite measure. We want to see that \( \|f - \sum_k c_k 1_{B_k}\|_X \leq \sup_{\sigma} \|f - f \circ \sigma\|_X \) when \( c_k \) is a median for \( f \) on \( B_k \).

Let \( A \) be a bounded interval and \( g \in L^0(A) \). The decreasing rearrangement of \( g \) is defined as
\[
g^*(t) = \inf_{\lambda(B) = t, s \in A \setminus B} \sup f(s) \quad (0 \leq t \leq \lambda(A))
\]
where \( B \) runs over the Borel subsets of \( A \). That is, \( g^* \) is the only decreasing, right-continuous function having the same distribution as \( g \). It is clear that we can regard \( g^* \) as a function defined on \( A \) and we will do it without relabelling. It is a basic fact from measure theory that there is a measure preserving automorphism \( \sigma \) of \( A \) for which \( g^* = g \circ \sigma \), so that \( g^* \) is true rearrangement of \( g \). We can define the corresponding increasing rearrangement as \( g_* = -(g^*)^* \). As before, there is a measure preserving automorphism such that \( g_* = g \circ \eta \).

After this preparation it suffices to prove the inequality
\[
\left\| f - \sum_k c_k 1_{B_k} \right\|_X \leq \left\| f - \bigoplus_k f_k^* \right\|_X
\]
when \( c_k \) is a median for \( f \) on \( B_k \), \( f_k \) is the restriction of \( f \) to \( B_k \), and assuming \( f \) increasing on each \( B_k \). Indeed in this case we have
\[
f(t) \leq c_k \leq f_k^*(t) \quad \text{for } t \in B_k^- = \left[ b_k, \frac{b_k + b_{k+1}}{2} \right),
\]
while
\[
f(t) \geq c_k \geq f_k^*(t) \quad \text{for } t \in B_k^+ = \left( \frac{b_k + b_{k+1}}{2}, b_{k+1} \right).
\]
Hence, with a slight abuse of notation,
\[
\left\| f - \sum_k c_k 1_{B_k} \right\| = \sum_k (1_{B_k^-}(c_k - f) + 1_{B_k^+}(f - c_k))
\]
\[
\leq \sum_k (1_{B_k^-}(f_k^* - f) + 1_{B_k^+}(f - f_k^*)) = \left\| f - \bigoplus_k f_k^* \right\|,
\]
where \( u = \sum_k (1_B_k^+ - 1_B_k^-) \) is an unitary of \( L^\infty \). Therefore,
\[
\left\| f - \sum_k c_k 1_{B_k} \right\|_X \leq \left\| u(f - \bigoplus_k f_k^*) \right\|_X \leq \left\| f - \bigoplus_k f_k^* \right\|_X
\]
which completes the proof. \( \square \)

The preceding result shows that the ‘local’ behaviour of symmetric centralizers is pretty simple, as we now state.

**Proposition 7.** Let \( \Omega \) be a symmetric centralizer from \( Z \) to \( Y \). Suppose \( f = \sum_k \lambda_k 1_{B_k} \), where \( (B_k) \) is a disjoint sequence of Borel sets of finite measure. Then there exist numbers \( \eta_k \) such that

\[
\text{(20)} \quad \left\| \Omega(f) - \sum_k \eta_k 1_{B_k} \right\|_Y \leq S[\Omega]\|f\|_Z.
\]

**Proof.** If \( f = \sum_k \lambda_k 1_{B_k} \), then \( f = f \circ \sigma \) if \( \sigma \) is a measure preserving automorphism of \( S \) leaving every \( B_k \) invariant. Thus, for these \( \sigma \) we get

\[
\|\Omega f - (\Omega f) \circ \sigma\|_Y = \|\Omega(f \circ \sigma) - (\Omega f) \circ \sigma\|_Y \leq S[\Omega]\|f\|_Z.
\]

Now (20) follows from Lemma 8, taking \( \eta_k \) as a median of \( \Omega f \) on \( B_k \). \( \square \)

**Proof of Theorem 11.** We consider the case \( p > q \) and we will get the stronger conclusion that \( \Omega \approx 0 \). We write the proof for \( S = [0,1] \). The case \( S = [0,\infty) \) requires only minor modifications we leave again to the reader. For each \( n \in \mathbb{N} \) let us partition the unit interval into the corresponding dyadic intervals
\[
[0,1] = \bigoplus_{k=1}^{2^n} \left( \frac{k-1}{2^n}, \frac{k}{2^n} \right)
\]
and, given a function space \( X \) on \([0,1]\), we write \( X_n \) for the subspace of simple functions associated to that partition—but we keep the notation \( X_0 = X \cap L^\infty \).

Now, if \( \Omega \in \mathcal{C}(L^p, L^q) \) is symmetric, there is no loss of generality in assuming that \( \Omega \) maps \( L^n_0 \) to \( L^n_0 \), as an \( L^n_\infty \) centralizer. By Proposition 1 there is \( h_n \in L^n_0 \) such that

\[
\text{(21)} \quad \|\Omega f - h_n f\|_q \leq M\|f\|_p \quad (f \in L^n_0),
\]
with \( M \) independent on \( n \). If \( \sigma \) is a permutation of \( \{1,2,\ldots,2^n\} \), then \( \sigma^\circ \) operates on every \( X_n \) in the obvious way and since

\[
\|\sigma^\circ (\Omega f) - \Omega(\sigma^\circ f)\|_q \leq M\|f\|_p,
\]
one also has

\[
\|\sigma^\circ (h_n f) - h_n \sigma^\circ (f)\|_q = \|\sigma^\circ (h_n) \sigma^\circ (f) - h_n \sigma^\circ (f)\|_q \leq M\|f\|_p \quad (f \in L^n_0).
\]

And since functions in \( L^n_0 \) have the same quasi-norm as the corresponding multiplication operator from \( L^n_0 \) to \( L^n_0 \) we have \( \|\sigma^\circ (h_n) - h_n\|_r \leq M \) for all permutations of \( \{1,2,\ldots,2^n\} \) and an obvious application of Proposition 8 yields \( \|h_n - c_n\|_r \leq M \), where \( c_n \) is any median for \( h_n \) on \([0,1]\). Therefore we may assume that the functions \( h_n \) appearing in (21) are constant. Taking now \( f = 1 \) and comparing (21) for different values of \( n \) we see that the sequence \( \{h_n\} \) is bounded in \( \mathbb{R} \), so one actually has

\[
\|\Omega f\|_q \leq M\|f\|_p \quad (f \in \bigcup_n L^n_0).
\]
Suppose now $f \in L_0^p$ (this is a dense submodule of $L^p$). Then for $n$ large enough there is $g \in L_n^p$ such that $|f| \leq g$ and $\|g\|_p \leq 2\|f\|_p$ and we can write $f = ag$, where $\|a\|_\infty \leq 1$. Hence,
\[
\|\Omega f - a\Omega g\|_q \leq C\|a\|_\infty \|g\|_p \leq 2C\|f\|_p,
\]
and since $\|a\Omega g\|_q \leq \|\Omega g\|_q \leq 2M\|f\|_p$, the result obtains on account of Lemmas 2 and 7. $\square$

The same ideas can be used to ‘lift’ symmetric centralizers, as we now show. Notice, however, that we cannot proceed as in the proof of Theorem 3 because multiplication operators do not preserve the symmetry of centralizers.

**Theorem 12.** Let $\Omega$ be a symmetric centralizer on $L^p$. Then, for every $q > p$, there is a symmetric centralizer $\Omega[q]$ on $L^q$ such that
\[
\|\Omega(fg) - (\Omega[q]f)g\|_p \leq M\|f\|_q\|g\|_s, \quad (f \in L^q, g \in L^s),
\]
where $p^{-1} = q^{-1} + s^{-1}$. Moreover, if $\Theta$ is another centralizer on $L^1$ satisfying the corresponding estimate, then $\Theta \approx \Omega[q]$.

**Proof.** As we did in the proof of Theorem 11 we write the proof for $S = [0, 1]$ only. In view of Proposition 7 we may assume $\Omega$ maps every $L_n^p$ to itself. Now the idea is that the self-extension of $L^p$ induced by $\Omega$ is (isometrically) the direct limit of the finite-dimensional extensions $L_n^p \rightarrow L_n^q \oplus L_n^p \rightarrow L_n^q$ that live in the category of quasi-Banach $L_n^\infty$-modules. Writing $E_n = L_n^p \oplus L_n^q$ and taking $L_n^\infty$-homomorphisms from $L_n^q$ we get
\[
\text{Hom}(L_n^q, L_n^q) \rightarrow \text{Hom}(L_n^q, L_n^q) \rightarrow \text{Hom}(L_n^q, L_n^q),
\]
which is in fact a self-extension of $L_n^q$, say $L_n^q \rightarrow F_n \rightarrow L_n^q$. The point is to show that these extensions admit a direct limit $L^q \rightarrow F \rightarrow L^q$. Then the centralizer we are looking for is the quasi-linear map inducing the later sequence.

In any case some details need explanation and so we present a slightly different proof that uses $\Omega$ as a pure function. We have $L^\infty L^s = L^p$ and also $L_n^\infty L_n^s = L_n^p$ for all $n \in \mathbb{N}$. We define $\Omega_n[q] : L_n^q \rightarrow L_n^q$ as follows. Given $f \in L_n^q$ we consider the map $L_n^s \rightarrow L_n^q$ defined as $g \mapsto \Omega(fg)$. This an $L_n^\infty$-centralizer with constant at most $C\|\Omega\|\|f\|_q$. As $s > p$ there is a homomorphism $\phi : L_n^q \rightarrow L_n^q$ such that
\[
\|\Omega(fg) - \phi(g)\|_p \leq M\|f\|_q\|g\|_s.
\]
Regarding $\phi$ as a function in $L_n^s$, the correspondence $f \mapsto \phi$ defines an $L_n^\infty$-centralizer $\Omega_n[q] : L_n^q \rightarrow L_n^q$. What happens with $\Omega_n[q](f)$ if $f \in L_n^q$ and $m > n$? We may apply Proposition 7 to get
\[
\|\Omega_m[q](f) - \Omega_n[q](f)\|_q \leq M\|f\|_q \quad (m > n, f \in L_n^q).
\]
Thus, we can define a mapping
\[
\Omega[q] : \bigcup_n L_n^q \longrightarrow \bigcup_n L_n^q
\]
by the rule $\Omega_n[q](f) = \Omega_n[q](f)$, where $n = \min\{m : f \in L_n^q\}$. We then have
\[
\|\Omega(fg) - (\Omega[q]f)g\|_p \leq M\|f\|_q\|g\|_s, \quad (f \in \bigcup_n L_n^q, g \in \bigcup_n L_n^s).
\]
Let us extend $\Omega[q]$ to $L_0^q$. For each $f \in L_0^q \setminus \bigcup_n L_n^q$, pick $f' \in \bigcup_n L_n^q$ with $|f| \leq f'$ and $\|f'\|_q \leq 2\|f\|_q$, so that $f = af'$, with $\|a\|_\infty \leq 1$. This selection can be done homogeneously. Then set $\Omega[q](f) = a\Omega[q](f')$. It is easily checked that the estimate in (22) now holds for every $f \in L_0^q$, $g \in L_n^s$, increasing the value of $M$ if necessary. It follows that $\Omega[q] : L_0^q \rightarrow L_0^q$ is a centralizer. Now, an obvious application of Lemma 2 shows that estimate in (22) remains true for all $g \in L^s$, with $f$ still in $L_0^q$. Then we can use the argument in [20, Proposition 4.4] to extend $\Omega[q]$ to a centralizer.
defined on the whole \( L^0 \) (but \( L^0 \)-valued), while [20, Lemma 4.3] is exactly what we need to get (22) in general. Finally (22) and the symmetry of \( \Omega \) imply that \( \Omega^{[\ell]} \) is a symmetric centralizer. This completes the proof. \( \square \)

**Remark 4.** I don’t known whether \( \text{Ext}(L^p, L^q) \) vanishes for \( 0 < q < q \leq \infty \). An affirmative answer would imply that \( \text{Ext}(L^p) = \text{Ext}(L^1) \) for \( 0 < p < \infty \). It is more or less clear from the proof of Proposition 1 that there is a constant \( K = K(p, q) \) such that if \( \Omega \in \mathcal{C}(L^p, L^q) \) is trivial, then there is \( \phi \in L^0 \) satisfying \( \text{dist}(\Omega, \phi) \leq KC[\Omega] \). It seems interesting to know if given \( \Omega \in \mathcal{C}(Z, Y) \) one can find a sequence of trivial centralizers \( (\Omega_n) \), with \( C[\Omega_n] \) uniformly bounded and such that \( \| \Omega f - \Omega_n f \|_Y \to 0 \) for each fixed \( f \in Z \).

### 4.1. An application to \( H^p \) when \( 0 < p \leq 1 \)

Theorem 12 can be applied to extend some results already known for \( p > 1 \) to any \( p \). Let us mention the following. The ground field is now \( \mathbb{C} \), and \( H^p \) stands for the corresponding Hardy class.

**Corollary 6.** Let \( \Omega \) be a symmetric centralizer on \( L^p(\mathbb{T}) \). Then there is a constant \( M \) such that, whenever \( f \in H^p \) and \( \Omega f \in L^p(\mathbb{T}) \) (which is always the case if \( f \) is a trigonometric polynomial), one has \( \text{dist}(\Omega f, H^p) \leq MS[\Omega] \| f \|_p \).

**Proof.** Combine the corresponding result for Banach spaces proved by Kalton in [20, Theorem 7.3] with Theorem 12. Take into account that \( H^p = H^qH^r \) if \( 1/p = 1/q + 1/r \). \( \square \)

Thus, a symmetric centralizer on \( L^p \) gives rise to a self extension of \( H^p \) (and of \( L^p/H^p \)) in the category of quasi-Banach \( H^\infty \)-modules.

### 4.2. Centralizers and derivations

The following result is stated without any reference to interpolation theory. That this is really a generalization of [21, Theorem 7.6] needs some explanations the reader will find in [23, Sections 8 to 11] and [21, p. 487]. The key fact that Calderón formula \( [X, Y]_\theta = X^{1-\theta}Y^\theta \) survives in our (quasi-Banach function space) setting for analytically-convex spaces can be seen in [22, Theorem 3.4]. Analytic convexity is equivalent to lattice-convexity for quasi-Banach function spaces [19, Theorem 4.4].

**Corollary 7.** Let \( \Omega \) be a real centralizer on \( X = \ell^p \) (or a symmetric real centralizer on \( X = L^p \)). Then there is a factorization \( X = UV \) and constants \( c \) and \( M \) such that

\[
\| \Omega f - cf(\log v - \log u) \|_p \leq M \| f \|_p \quad (f \in X),
\]

where \( uv \) is an (almost) optimal factorization in the sense that \( (1 + \varepsilon) \| f \|_p \geq \| u \|_U \| v \|_V \).

**Proof.** If \( 1 < p < \infty \) this was proved by Kalton in [21, Theorem 7.6] (see also [23, Theorem 11.6]), so let us assume \( p < 2 \) and \( X = \ell^p \). The continuous case is almost the same, using Theorem 12. Take \( s \) so that \( \ell^p = \ell^2 \ell^s \) and use Theorem 3 to get a (real) centralizer \( \Omega^{[\ell]} \) on \( \ell^2 \) such that

\[
\| \Omega f - (\Omega^{[\ell]}(f^\ell))f^\ell \|_p \leq M \| f \|_p \quad (f \geq 0).
\]

Dividing \( \Omega^{[\ell]} \) by 400 times \( C[\Omega^{[\ell]}] \) if necessary we may apply [21, Theorem 7.6] to get a couple of super-reflexive sequence spaces \( (Y_0, Y_1) \) such that \( [Y_0, Y_1]_{1/2} = \ell^2 \) and \( \Omega^{[\ell]} \) is equivalent to the corresponding derivation. As explained in [21, p. 487] this means that

\[
\| \Omega^{[\ell]}(g) - g(\log y_1 - \log y_0) \|_2 \leq M \| g \|_2 \quad (g \geq 0),
\]

where \( g = y_0 y_1 \) is an almost optimal factorization in the sense that

\[
(1 + \varepsilon) \| g \|_2 \geq \| y_0 \|_{Y_0^{1/2}} \| y_1 \|_{Y_1^{1/2}}.
\]

We have

\[
\ell^p = \ell^s \ell^2 = \ell^{2s} \ell^{2s} Y_0^{1/2} Y_1^{1/2} = UV,
\]
where \( U = \ell^{2s} Y_{0}^{1/2} \) and \( V = \ell^{2s} Y_{1}^{1/2} \).

Take \( f \in \ell^{2s}_{0} \) and write \( f = f^{p/2} f^{p/2} \). Let \( f^{p/2} = y_{0} y_{1} \) be an almost optimal factorization, as in (23). We have \( f = (y_{0} f^{p/2}) (y_{1} f^{p/2}) \) and

\[
\| y_{0} f \|_{U} y_{1} f \|_{V} \leq \| y_{0} \|_{Y_{0}^{1/2}} f \|_{V} \| y_{1} \|_{Y_{1}^{1/2}} f \|_{V} \leq (1 + \varepsilon) f^{p} \| f \|_{s} = (1 + \varepsilon) \| f \|_{p},
\]

so that if \( u = (y_{0} f^{p/2}) \) and \( v = (y_{1} f^{p/2}) \), then \( f = uv \) is almost optimal and moreover,

\[
\| \Omega(f) - f (\log v - \log u) \|_{p} \leq M \left( f^{1/2} \Omega^{[2]}(f^{1/2}) - f \left( \log(y_{1} f^{p/2}) - \log(y_{0} f^{p/2}) \right) \right) \|_{p} = M \left( f^{1/2} \Omega^{[2]}(f^{1/2}) - f \left( \log y_{1} - \log y_{0} \right) \right) \|_{p} \leq M \| f^{1/2} \|_{s} f^{1/2} \|_{2} = M \| f \|_{p},
\]

as desired. \( \square \)

5. Hom versus Ext

Some results in this paper seem to support the rather vague idea that if \( Z \) and \( Y \) are function modules and \( \text{Hom}(Z, Y) \) is ‘small’, then \( \text{Ext}(Z, Y) \) ‘must’ vanish. Even if I cannot precise what should ‘small’ mean here we will present examples where \( \text{Hom}(Z, Y) \) vanishes and \( \text{Ext}(Z, Y) \) not. It is perhaps a little ironic that this is in fact an ubiquitous phenomenon.

Let \( Z \) and \( Y \) be function spaces and \( \Omega \in \mathcal{C}(Z, Y) \). We put \( X = Y \oplus_{\Omega} Z \). Consider the set \( S = \{ f \in Z : \Omega f \in Y \} \) quasi-normed by

\[
\| f \|_{S} = \| (0, f) \|_{\Omega} = \| \Omega f \|_{Y} + \| f \|_{Z}.
\]

It is easily seen that \( S \) is a quasi-normed function space. Less obvious is the fact that \( S \) is indeed complete. To check this it clearly suffices to see that the set of elements of the form \( (0, f) \) is closed in \( X \). Suppose \( (0, f_{n}) \) converges to \( (g, f) \). Then

\[
\| (g, f - f_{n}) \|_{\Omega} = \| g - \Omega(f - f_{n}) \|_{Y} + \| f - f_{n} \|_{Z} \to 0.
\]

But \( \Omega \) is continuous at the origin as a function from \( Z \) to \( L_{0} \) (see Theorem 13 in the Appendix below) and since the inclusion \( Y \to L_{0} \) is continuous we have \( g = 0 \).

Considering the isometric inclusion \( j : S \to X \) sending \( f \) to \( (0, f) \) and the corresponding quotient \( Q = X/\mathcal{I}S \) we have a diagram

\[
\begin{array}{ccc}
S & \xrightarrow{j} & X \\
\downarrow & & \downarrow \pi \\
Y & \xrightarrow{\iota} & Z \\
& \downarrow \varpi & \\
& Q & 
\end{array}
\]

where the vertical arrows in (24) represent an extension of \( Q \) by \( S \). The compositions \( \pi \circ j : S \to Z \) and \( \varpi \circ \iota : Y \to Q \) are homomorphisms. Both are injective, since \( jS \cap \iota Y = 0 \).

We may identify \( Q \) with the set of those \( g \in L_{0} \) such that \( (g, f) \in X \) for some \( f \in Z \) with the quasi-norm

\[
\| g \|_{Q} = \inf_{f \in Z} \| (g, f) \|_{\Omega}.
\]

It is easily seen that \( Q \) is a quasi-Banach function space. That \( Q \) embeds continuously in \( L_{0} \) is as follows: if \( \| g_{n} \|_{Q} \to 0 \), then we can find a sequence \( (f_{n}) \) in \( Z \) such that \( \| g_{n} \|_{Q} \leq \| g_{n} - \Omega f_{n} \|_{Y} + \| f_{n} \|_{Z} \to 0 \). We have \( \| f_{n} \|_{Z} \to 0 \), so \( \Omega f_{n} \to 0 \) in \( L_{0} \) and since including \( Y \) into \( L_{0} \) is continuous we have \( g_{n} \to 0 \) in \( L_{0} \).
There is a centralizer \( \mathcal{C} \in C(Q, S) \) inducing the vertical extension in (24) whose description is an amusing exercise: given \( g \in Q \) we select (homogeneously) \( f \in Z \) (almost-) minimizing \( \| (g, f) \|_1 \) and we put \( \mathcal{C} g = f \). Notice the perfectly symmetric roles of \( \Omega \) and \( \mathcal{C} \). As pure maps \( \Omega \) goes from \( Z \) to \( Q \), while \( \mathcal{C} \) goes from \( Q \) to \( Z \). Moreover, if \( g = \Omega f \) one may take \( f = \mathcal{C} g \). Also, \( \{ f \in Q : \mathcal{C} f \in S \} = Y \) and \( \{ g \in L^0 : g - \mathcal{C} f \in S \text{ for some } f \in Q \} = Z \). We will not spoil the reader’s fun going into further details, but let us remark that \( SQ \subset YZ \) and, by symmetry, \( SQ = YZ \) with equivalent quasi-norms. When \( Z = Y \) we then have \( SQ = Z^2 \), so \( Z = Q^{1/2} S^{1/2} = [Q, S]_{1/2} \) and we can obtain another centralizer \( \mathcal{F} \in C(Z) \) by interpolation, at least when \( Z \) has non-trivial concavity. I don’t know how are \( \mathcal{F} \) and \( \Omega \) related —simple examples show that they are not equivalent in general.

Let us be more specific taking a symmetric centralizer \( \Omega \in C(Z, Y) \), where \( Z \) and \( Y \) are symmetric spaces on \([0, 1] \), both maximal and minimal — so that either \( \text{Hom}(Z, Y) \) vanishes or \( Z \) embeds continuously into \( Y \). In this case both \( S \) and \( Q \) are (after re-quasi-norming) symmetric function spaces (both maximal and minimal) and \( \Omega \) is symmetric. Referring to (24) we always have \( Y \subset Q \) and \( S \subset Z \). Hence if \( \text{Hom}(Z, Y) \neq 0 \) and \( \text{Hom}(Q, S) \neq 0 \) we have continuous embeddings

\[
Z \subset Y \subset Q \subset S \subset Z,
\]

so \( Z = S \) with equivalent (quasi-) norms and \( \Omega \approx 0 \).

Thus, if \( \Omega \) is nontrivial and \( \text{Hom}(Z, Y) \neq 0 \) then \( \text{Hom}(Q, S) \) vanishes. Let us see that in this case \( \mathcal{C} \) cannot be trivial. Suppose \( \mathcal{C} \sim 0 \) so that there is a unique \( u \in \text{Hom}(X, S) \) such that \( u \circ \iota = I_S \) —uniqueness follows from \( \text{Hom}(Q, S) = 0 \). Consider the composition

\[
v : X \xrightarrow{\iota} S \xrightarrow{j} X \xrightarrow{\pi} Z \xrightarrow{I} Y.
\]

It is easily seen that \( v \circ \iota = I_Y \), hence \( \Omega \) is trivial —a contradiction.

Finally, let us consider even a concrete example. Let \( \Omega \in C(L^2) \) be the popular Kalton-Peck centralizer given by \( \Omega f = f \log(|f|/\|f\|_2) \). It is easily seen that \( S \) agrees with the Orlicz space \( L_N \), where \( N(t) = t^2 \log^2 t \). Let us identify the quotient \( Q = (L^2 \oplus \Omega L^2)/S \). It is not hard to check that \( \Omega \) is self-dual in the sense that \( L^2 \oplus \Omega L^2 \) is isomorphic to its own dual under the pairing

\[
\langle (g', f'), (f, g) \rangle = \int_0^1 (g' g - f' f) dt.
\]

This can be seen as in [24, Theorem 5.1], but notice that our pairing is slightly different. It follows that \( Q \) is isomorphic to \( S^* = S' = L_N' \) and so it agrees with the Orlicz space associated to the complementary function of \( N \). (That \( Q = S' = S^* \) for every \( \Omega \in C(L^2) \) follows from the identity \( SQ = L^2 L^2 = L^1 \) and the fact that super-reflexivity is a three-space property [9].) So we have the diagram

\[
\begin{array}{cccc}
L_N & \downarrow j & \downarrow \pi \\
L^2 \xrightarrow{1} L^2 \oplus \Omega L^2 & \xrightarrow{\iota} L^2 \\
& \downarrow \varpi & \\
L_N'
\end{array}
\]

which shows that \( \text{Hom}(L_N', L_N) = 0 \), while \( \text{Ext}(L_N', L_N) \neq 0 \).

As the vertical extension is associated to \( \mathcal{C} \) we can apply \( - \otimes L_N' \) thus obtaining a nontrivial extension of \( F = L_N' L_N \) by \( L_N' L_N = L^1 \). It follows that \( \text{Ext}_{K}(F, K) \neq 0 \). However \( F \) has dual trivial since \( F \) is minimal and so

\[
F^* = F' = M(F, L^1) = M(L_N' L_N, L^2 L^2) = M(L_N', L^2)^2 = 0.
\]
Clearly, $F$ is an Orlicz function space and we have the following.

**Example 1.** There is a locally bounded Orlicz function space $F$ such that $\text{Hom}(F, L^1) = L(F, L^1) = 0$ but $\text{Ext}(F, L^1) \neq 0$.

This is related to the fact that the ultrapowers of $F$ have nontrivial dual, which follows from the results in [10, Section 4]: ultrapowers of Orlicz spaces associated of Orlicz functions of regular variation are, in general, Musielak-Orlicz spaces. In particular,

$$(L_N)_{U} = L_N(\mu) \oplus L^2(\nu),$$

for certain (large) measures $\mu$ and $\nu$. This already implies that $F_U$ contains $L^1(\nu)$ as a direct summand.

6. Appendix. Nearly morphisms with values in $L^0$

From now on we consider only $\sigma$-finite measures. A metric function space is a linear subspace $X$ of $L^0$ equipped with an $F$-norm $\| \cdot \|_X$ such that if $|f| \leq g$ and $g \in X$, then $f \in X$ and $|f|_X \leq |g|_X$. Besides, we assume $X$ saturated and the inclusion $X \subset L^0$ continuous. Apart from the quasi-normed ones, the most interesting example is $L^0$ itself with the $F$-norm given by

$$|f|_0 = \int |f| d\mu.$$ 

The formula makes sense only for finite $\mu$. If $\mu$ is $\sigma$-finite, just replace it by an equivalent finite measure. We shall prove the following result already used in Section 5. Observe that homogeneity is no longer required.

**Theorem 13.** Let $Z$ be a (not necessarily complete) metric function space and $\Omega : Z \rightarrow L^0$ any mapping such that $\Omega(a f) - a \Omega f \rightarrow 0$ in $L^0$ as $(a, f) \rightarrow 0$ in $L^\infty \times Z$. Then $\Omega$ is continuous at the origin of $Z$.

**Proof.** We write the proof for probability measures only. First suppose $Z = L^\infty$ and $|\cdot|_Z = \| \cdot \|_\infty$. Fix $\varepsilon > 0$ and choose $\delta > 0$ such that $|\Omega(cu) - c\Omega(u)|_0 \leq \varepsilon$ for $|c|, \|u\|_\infty \leq \delta$. Now, take $\gamma > 0$ such that $|u|_{\Omega(\delta^1)} \leq \varepsilon$ for all $u \in \Omega \leq \gamma$. Suppose $\|u\|_\infty \leq \min\{\delta^2, \gamma\}$. Then,

$$|\Omega(u)|_0 = |\Omega(\delta^{-1} u \delta^1)|_0 \leq |\Omega(\delta^{-1} u \delta^1) - \delta^{-1} u \Omega(\delta^1)|_0 + |\delta^{-1} u \Omega(\delta^1)|_0 \leq \varepsilon + \varepsilon,$$

as required.

Returning to the general case let us show that $\Omega$ must be ‘quasi-additive’ in the sense that

$$|\Omega(x + y) - \Omega(x) - \Omega(y)|_0 \rightarrow 0$$

as $(x, y) \rightarrow 0$ in $Z$. This part of the proof borrows from [20, Lemma 4.2]. Let $\varepsilon > 0$. Fix $\gamma > 0$ such that $|\Omega(az) - a\Omega(z)|_0 \leq \varepsilon$ for $a = |z|_X, |z|_X \leq \gamma$. Now, choose $\delta > 0$ so that $|\gamma^{-1} z|_Z < \delta$ provided $x = |x| + |y|$, and $|x|_Z, |y|_Z < \delta$. Suppose $x, y \in Z$ are such that $|x|_Z, |y|_Z < \delta$. Take $z = |x| + |y|$ and write $x = uz, y = vz$ and $x + y = (u + v)z$, where $\|u\|_\infty, \|v\|_\infty, \|u + v\|_\infty \leq 1$. One then has

$$|\Omega(x + y) - \Omega(x) - \Omega(y)|_0 = |\Omega(\gamma(u + v)\gamma^{-1} z) - \Omega(\gamma u\gamma^{-1} z) - \Omega(\gamma v\gamma^{-1} z)|_0 \leq |\Omega(\gamma u + v z) - \gamma(\gamma(u + v)\gamma^{-1} z)|_0 + |\Omega(\gamma u z) - \gamma u \Omega(z/\gamma)|_0 + |\Omega(\gamma v z) - \gamma v \Omega(z/\gamma)|_0 \leq \varepsilon + \varepsilon + \varepsilon.$$ 

We are now ready to complete the proof. Fix $\varepsilon > 0$. Choose $\gamma > 0$ in such a way that $\|f\|_{Z}, |g|_Z, \|a\|_{\infty} \leq \gamma$ implies

(a) $|\Omega(f + g) - \Omega(f) - \Omega(g)|_0 \leq \varepsilon$;
(b) $|\Omega(a)|_0 \leq \varepsilon$;
(c) $|\Omega(a f) - a \Omega(f)|_0 \leq \varepsilon$. 


As the set \( V = \{ f \in L_0 : \mu(\{ t \in S : |f(t)| > \gamma \}) < \varepsilon \} \) is open in \( L_0 \), we can take \( 0 < \delta \leq \gamma \), such that every \( f \in Z \) with \( |f|_Z \leq \delta \) belongs to \( V \).

Suppose now that \( |f|_Z \leq \delta \) and let us estimate \( |\Omega(f)|_1 \). Put \( A = \{ t \in S : |f(t)| > \gamma \} \) and write \( f = s + b \), where \( b = 1_Af \) and \( s = (1 - 1_A)f \). Then \( |s|_Z, |b|_Z \leq |f|_Z < \delta \leq \gamma \) and

\[
|\Omega f|_1 \leq |\Omega(s + b) - \Omega s - \Omega b|_0 + |\Omega s|_0 + |\Omega b|_0 \leq \varepsilon + |\Omega s|_0 + |\Omega b|_0,
\]

by (a). On the other hand, \( |\Omega(s)|_0 \leq \varepsilon \), by (b), since \( \|s\|_\infty \leq \gamma \). Finally,

\[
|\Omega(b)|_0 = |\Omega(\gamma 1_A \gamma^{-1}f)|_0 \leq |\Omega(\gamma 1_A \gamma^{-1}f) - \gamma 1_A \Omega(\gamma^{-1}f)|_0 + |\gamma 1_A \Omega(\gamma^{-1}f)|_0 \leq \varepsilon + \lambda(A) \leq 2\varepsilon.
\]

Hence \( |\Omega f|_1 \leq 4\varepsilon \) and we are done.

The following result applies to \( Z = L^p \) for \( 0 \leq p \leq \infty \).

**Corollary 8.** Let \( Z \) be a minimal, complete function space. Every short exact sequence of \( F \)-modules over \( L^\infty \) and homomorphisms \( L^0 \twoheadrightarrow X \twoheadrightarrow Z \) splits.

**Proof.** As \( \pi : X \twoheadrightarrow Z \) is open there is a mapping \( s : Z \to X \) such that \( \pi \circ s = I_Z \), with \( s(0) = 0 \) and continuous at the origin (see [12, Lemma 2.2(a)]). We define \( \Omega \) on \( Z_0 = Z \cap L^\infty \) taking \( \Omega f = s(f) - fs(1) \). Then \( \pi(\Omega(f)) = 0 \), so \( \Omega \) takes values in \( L^0 = \ker \pi \). On the other hand,

\[
\Omega(af) - a\Omega f = s(af) - afs(1) \to 0
\]

in \( L^0 \) as \( (a,f) \to 0 \) in \( L^\infty \times Z_0 \). According to Theorem 13 \( \Omega \) is continuous at zero and therefore \( f \mapsto sf(1) \) defines a homomorphism \( Z_0 \to X \). Extending it to \( Z \) ends the proof.

We hasten to remark that \( L^0 \) is not injective amongst (topological) \( L^\infty \)-modules [2].

**Corollary 9.** Let \( Z \) and \( Y \) be quasi-Banach function spaces and \( \Omega \in \mathcal{C}(Z,Y) \) a homogeneous centralizer. If \( \Omega f \) belongs to \( Y \) for all \( f \in Z \), then \( \Omega \approx 0 \). Consequently if \( Z \) and \( Y \) are both maximal and minimal, every extension of \( L^\infty \)-modules \( Y \hookrightarrow X \twoheadrightarrow Z \) which is trivial in the pure algebraic sense is equivalent to the quasi-norm of \( Z \).

**Proof.** Referring to Section 5 we have \( S = Z \) (as sets) and the Open Mapping theorem gives that the expression \( \|\Omega f\|_Y + \|f\|_Z \) is equivalent to the quasi-norm of \( Z \).
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