A note on the universal consistency of the kernel distribution function estimator
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ABSTRACT

The problem of universal consistency of data driven bandwidth selectors for the kernel distribution estimator is analyzed. We provide a uniform in bandwidth result for the kernel estimate of a continuous distribution function. Our smoothness assumption is minimal in the sense that if the true distribution function has some discontinuity then the kernel estimate is no longer consistent.
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1. Introduction

There is an increasing interest in obtaining so-called uniform in bandwidth (UiB) results for nonparametric estimators depending on a bandwidth sequence. Although these kinds of arguments had been used sparsely in the nonparametric literature before (see for instance Chapter 6 in Devroye and Györfi, 1985; Marron and Härde, 1986, or Devroye, 1989), the first paper that focused on obtaining UiB results for the kernel density estimator making use of empirical processes techniques was Einmahl and Mason (2005). After this seminal paper many other works studied these UiB problems in different contexts, for example for local polynomial regression (Dony et al., 2006), for the local uniform empirical process (Varron, 2006), for conditional U-statistics (Dony and Mason, 2008), for the estimation of integral functionals of the density (Giné and Mason, 2008) and for kernel distribution function estimators and the smoothed empirical process (Mason and Swanepoel, in press). See also Chapter 2 in Dony (2008) for a recent detailed review on the subject.

In this paper we concentrate on kernel distribution function estimators. If \(X_1, \ldots, X_n\) is a random sample drawn from a distribution function \(F\), the kernel estimate of \(F\) is given by

\[
F_{nh}(x) = \frac{1}{n} \sum_{i=1}^{n} L \left( \frac{x - X_i}{h} \right),
\]

where \(L\) is a fixed distribution function and \(h > 0\) is the bandwidth. This estimator was considered for the first time in Nadaraya (1964), and it is constructed by integrating out the Parzen–Rosenblatt kernel density estimate (Parzen, 1962; Rosenblatt, 1956). A recent paper on the subject is Giné and Nickl (2009). The almost sure uniform consistency of \(F_{nh}\) was established in Yamato (1973) with the only smoothness condition that \(F\) be continuous. In Section 2 we show that this...
smoothness condition is minimal, in the sense that \( F_{nh} \) with \( h > 0 \) is not consistent if \( F \) is discontinuous at some point. Moreover, below we show a stronger version of Yamato’s result: we prove that all modes of convergence (in probability, almost sure, complete) of the kernel distribution estimator are equivalent with respect to the uniform distance. This peculiar behaviour is shared with the kernel density estimator with respect to the \( L_1 \) distance (see Devroye, 1983).

Our main contribution (Theorem 3 below) provides an almost sure \( \text{UiB} \) consistency theorem for \( F_{nh} \). This result improves on the existing ones in several ways: we only impose the minimal continuity condition on \( F \) and no conditions on the distribution function \( L \), our result is uniform over a wider range of bandwidths and we obtain complete consistency instead of strong consistency; see Remark 3. We should mention, however, that our proof is not so closely linked to empirical processes theory. Indeed, our method of proof is closer to that of Devroye and Penrod (1984) for the case of the kernel density estimate.

2. Main results

2.1. An equivalence theorem

Let us denote by \( F_n \) the empirical distribution function, that is

\[
F_n(x) = \frac{1}{n} \sum_{i=1}^{n} \Delta(x - X_i),
\]

where \( \Delta(x) = 1 \) if \( x \geq 0 \) and \( \Delta(x) = 0 \) if \( x < 0 \). Using the empirical distribution function we can also write the kernel distribution estimator as

\[
F_{nh}(x) = \int L\left(\frac{x - y}{h}\right) dF_n(y) = \int F_n(x - hz) dL(z),
\]

with the last equality due to the fact that

\[
\int \Delta(x - hz - X_i) dL(z) = \int_{\{z \leq (x - X_i)/h\}} dL(z) = L\left(\frac{x - X_i}{h}\right).
\]

It is obvious that when \( L = \Delta \) we obtain \( F_{nh} = F_n \) for all values of \( h \). In that case the smoothing parameter \( h \) does not play any role, so henceforth we will only consider proper kernel estimates, in the sense that \( L \neq \Delta \). Notice however that, even if \( L = \Delta \), we can still recover the empirical estimator since the last expression in (1) in fact makes sense for all \( h \geq 0 \), giving \( F_{nh} = F_n \) for \( h = 0 \). This means that for \( L \neq \Delta \) the class of kernel estimators indexed by the smoothing parameter, \( F_{nh}; h \geq 0 \), contains the empirical one (as well as infinitely many others).

We will measure the performance of \( F_{nh} \) using the uniform distance \( \|F_{nh} - F\| = \sup_{x \in \mathbb{R}} |F_{nh}(x) - F(x)| \), which is well-defined for any distribution \( F \). As regards this uniform distance, Yamato (1973, Thm. 3) shows two statements about the consistency of a proper kernel distribution estimate:

(Y1) For any distribution function \( F \), if \( \|F_{nh} - F\| \to 0 \) almost surely then \( h_n \to 0 \).

(Y2) If \( F \) is continuous and \( h_n \to 0 \) then \( \|F_{nh} - F\| \to 0 \) almost surely.

In fact, in Yamato’s results the condition \( h_n \to 0 \) is stated as \( L(x/h_n) \to \Delta(x) \) as \( n \to \infty \) for all \( x \neq 0 \), but it is not hard to check that this is equivalent to the fact that either \( L = \Delta \) or \( h_n \to 0 \), and this reduces to \( h_n \to 0 \) for proper kernel estimates.

From (Y1) and (Y2) it follows that almost sure uniform consistency of \( F_{nh} \) is equivalent to \( h_n \to 0 \) when \( F \) is continuous.

Next we show that this smoothness condition on \( F \) is minimal, in the sense that \( F_{nh} \) is not consistent for a discontinuous distribution \( F \), unless it coincides ultimately with the empirical estimator.

Theorem 1. Let \( F \) be a discontinuous distribution function. Then \( \|F_{nh} - F\| \to 0 \) almost surely if and only if \( F_{nh} = F_n \) eventually, that is, if there exists \( n_0 \) such that \( F_{nh} = F_n \) for all \( n \geq n_0 \).

Remark 1. Theorem 1 represents an improvement over Proposition 2 in Giné and Nickl (2009), providing a more precise characterization of the problem of kernel estimation of a discontinuous distribution function. Furthermore, in giving a very different proof, the assumptions in Proposition 2 in Giné and Nickl (2009) are relaxed, since it is no longer necessary that \( L \) has a density.

Although we have focused on almost sure consistency so far, the distance \( \|F_{nh} - F\| \) is sharply concentrated around its mean. To see this, let us denote by \( F_{nh}^* \) the kernel estimate in which one of the \( X_i \) is changed to another value, with the remaining \( n - 1 \) data points fixed; then \( \|F_{nh} - F_{nh}^*\| \leq 1/n \). Therefore by the bounded difference inequality (McDiarmid, 1989; Devroye and Lugosi, 2001, p. 8) we have

\[
P\left( \|F_{nh} - F\| - \mathbb{E}\|F_{nh} - F\| > t \right) \leq 2e^{-2nt^2}, \quad t > 0.
\]

Consequently, by the Borel–Cantelli lemma we obtain that \( \mathbb{E}\|F_{nh} - F\| \to 0 \) is equivalent to \( \|F_{nh} - F\| \to 0 \) almost surely or in probability (since \( \|F_{nh} - F\| \leq 1 \)). The following result, which is a stronger version of Theorem 3 in Yamato (1973), adds the complete convergence to this equivalence. Let us denote by \( \mathcal{F} \) the class of all continuous distribution functions.
Theorem 2. The following statements are equivalent:

(i) $\|F_{nh} - F\| \to 0$ in probability for some $F \in \mathcal{F}$.
(ii) $\|F_{nh} - F\| \to 0$ in probability for all $F \in \mathcal{F}$.
(iii) $\|F_{nh} - F\| \to 0$ almost surely for all $F \in \mathcal{F}$.
(iv) For every $F \in \mathcal{F}$ and every $\varepsilon > 0$ there exists $n_0 = n_0(\varepsilon, F)$ such that
$$
P(\|F_{nh} - F\| > \varepsilon) \leq 2e^{-n\varepsilon^2/2}, \quad \forall n \geq n_0,$$
that is, $\|F_{nh} - F\| \to 0$ completely.
(v) $h_n \to 0$.

As noted above, this theorem resembles the equivalence theorem for the convergence of the $L_1$ error of the kernel density estimate given by Devroye (1983). All modes of consistency of $F_{nh}$ are equivalent. We also note that there is no intermediate situation for the kernel distribution function estimate: it is consistent either for all continuous distribution functions or for none of them.

However, from Theorem 2 we see the differences between kernel distribution estimation and density estimation. In density estimation we need two conditions on the bandwidth for consistency, $h_n \to 0$ and $nh_n \to \infty$. They are needed to show that the bias and the variation terms go to zero, respectively; see Devroye and Györfi (1985, Ch. 3).

Here, the uniform error of the kernel distribution estimate can also be bounded by the sum of a bias term and a variation term:
$$
\|F_{nh} - F\| \leq \|EF_{nh} - F\| + \|F_{nh} - EF_{nh}\| \tag{3}
$$
(respectively). The key to understanding why we just need the condition $h_n \to 0$ in the previous theorem is that the variation term can be bounded by the uniform error of the empirical distribution function: from (1) we can write
$$
\mathbb{E}F_{nh}(x) = \int L\left(\frac{x - y}{h}\right) dF(y) = \int F(x - hz) dL(z) \tag{4}
$$
and so
$$
\|F_{nh} - \mathbb{E}F_{nh}\| \leq \sup_{x \in \mathbb{R}} \int |F_n(x - hz) - F(x - hz)| dL(z) \leq \|F_n - F\|. \tag{5}
$$
and so, due to the properties of $F_n$, the variation term converges to zero with no conditions on the bandwidth sequence.

Remark 2. Inequality (5) resembles the situation described in Fernholz (1997), where it is shown that smoothing reduces the variance of empirical estimators of some statistical functionals.

2.2. A UiB result

Our main result, which we state next, provides a UiB theorem for kernel distribution estimators. We remark that we only impose the minimal conditions on $F$, $L$ and the bandwidth sequence $h_n$.

Theorem 3. If $F$ is a continuous distribution function and $h_n \to 0$ then, for any $\varepsilon > 0$, there is $n_0 = n_0(\varepsilon, F) \in \mathbb{N}$ such that
$$
P\left(\sup_{0 \leq h \leq b_n} \|F_{nh} - F\| > \varepsilon\right) \leq 2e^{-n\varepsilon^2/2} \quad \text{for all } n \geq n_0.
$$

Therefore, $\sup_{0 \leq h \leq b_n} \|F_{nh} - F\| \to 0$ completely.

Remark 3. Recently, using empirical processes techniques, Mason and Swanepoel (in press) obtain a very general UiB theorem for a wide class of kernel-type estimators. They apply this general theorem to the particular case of kernel distribution function estimation, proving that
$$
\sup_{0 \leq h \leq b_n} \|F_{nh} - F\| \to 0 \quad \text{almost surely}
$$
for all $c > 0$ and $0 < b_n < 1$ such that $b_n \to 0$ and $b_n \geq 1/\log n$. For this result they need $F$ to satisfy the Lipschitz condition and $\int |z| dL(z) < \infty$. Theorem 3 above improves on this by relaxing the assumption on $F$, allowing a wider range of bandwidths and showing complete convergence.

Remark 4. Theorem 1 in Giné and Nickl (2009) gives, for $\varepsilon$ large enough, an exponential bound for the distance between $F_{nh}$ and $F$ under some restrictions on the distribution function $F$. They use their result for deriving a Dvoretzky–Kiefer–Wolfowitz-type (DKW-type) of exponential bound for the distance between $F_{nh}$ and $F$. Theorem 3 above provides a more general DKW-type exponential bound, uniform on the broadest possible range of parameters $h$, with no restrictions on the distribution function $F$ (apart from the necessary continuity condition) and valid for all values of $\varepsilon$.
Remark 5. With some additional conditions on $L$, Zieliński (2007) shows that the inequality in our Theorem 3 cannot hold uniformly over the class of all continuous distribution functions, in the sense that for any sequence $(h_n)$ there exist $\varepsilon > 0$ and $0 < \eta < 1$ such that for every $n \in \mathbb{N}$ one can find a continuous distribution function $F$ such that

$$\mathbb{P}(\| F_{nh_n} - F \| > \varepsilon) \geq \eta.$$  

Therefore it follows that, contrary to the situation with the DKW inequality for the empirical distribution function, the value of $n_0$ in Theorem 3 must necessarily depend on $\varepsilon$ and the distribution $F$.

As in Mason and Swanepoel (in press) we remark that Theorem 3 is useful for showing consistency of kernel estimators with data-dependent bandwidths, as shown in the following corollary.

Corollary 1. Let $F$ be any continuous distribution function and assume that $\hat{h}_n$ is a positive measurable function of $X_1, \ldots, X_n$. If $\hat{h}_n \to 0$ completely then $\| F_{\hat{h}_n} - F \| \to 0$ completely. The result also holds if we replace 'completely' for 'almost surely' or 'in probability'.

Remark 6. The conditions on $\hat{h}_n$ cannot be improved, since $\hat{h}_n \to 0$ is necessary for the non-random case, as shown in Theorem 2 above. In fact, it can be proved, following the same lines as in Yamato (1973), that almost sure consistency of $F_{nh_n}$ is equivalent to $\hat{h}_n \to 0$ almost surely.

3. Proofs

Proof of Theorem 1. If $F_{nh_n}$ is eventually $F_n$ then consistency follows from the well-known properties of $F_n$. Conversely, we will see that consistency implies $L = \Delta$ or $h_n = 0$ eventually which obviously ensures that $F_{nh_n} = F_n$, eventually. If this were not the case we would have that $L \neq \Delta$ and $h_n > 0$ along a subsequence (which we will denote in the same way). If $\| F_{nh_n} - F \| \to 0$ almost surely then by (Y1) in Section 2 above we know that $h_n \to 0$. On the other hand, since $\| F_{nh_n} - F \|$ is uniformly bounded, the almost sure convergence of $\| F_{nh_n} - F \|$ implies the convergence in mean, that is, $\mathbb{E}\| F_{nh_n} - F \| \to 0$. Therefore, $\mathbb{E}F_{nh_n}(x) \to F(x)$ for all $x \in \mathbb{R}$.

Since $h_n$ is positive and $h_n \to 0$, it follows that $F(x - h_n z) \to F(x)$ for all $z \leq 0$ whereas $F(x - h_n z) \to F(x^-)$ for $z > 0$, where $F(x^-)$ denotes the limit from the left at $x$. Therefore, for all $x \in \mathbb{R}$, using (4) we get

$$\lim_{n \to \infty} \mathbb{E}F_{nh_n}(x) = L(0)F(x) + (1 - L(0))F(x^-).$$  

(6)

Let $x = x_D$ be a discontinuity point of $F$. Since $\mathbb{E}F_{nh_n}(x_D) \to F(x_D)$, (6) implies that

$$(1 - L(0))(F(x_D) - F(x_D)) = 0,$$

which is only possible if $L(0) = 1$. Hence, $L(x) = 1$ for all $x \geq 0$. This allows us to write $F_{nh_n}(x) = F_n(x) + R_{nh_n}(x)$, where

$$R_{nh_n}(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(X_i > x)L \left( \frac{x - X_i}{h_n} \right),$$

with $\mathbb{I}(A)$ standing for the indicator function of the set $A$.

Let us assume that there exists $u < 0$ such that $L(u) > 0$. In this case, let $y_n = x_D + uh_n$. Note that $y_n < x_D$ and, therefore, with probability 1,

$$R_{nh_n}(y_n) \geq \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(X_i = x_D)L \left( \frac{y_n - x_D}{h_n} \right) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(X_i = x_D) \to pL(u) > 0,$$

(7)

where $p = F(x_D) - F(x_D^-)$. On the other hand

$$R_{nh_n}(y_n) = F_{nh_n}(y_n) - F(y_n) + F(y_n) - F_n(y_n).$$

So,

$$0 \leq R_{nh_n}(y_n) \leq \| F_{nh_n} - F \| + \| F - F_n \| \to 0,$$

almost surely. This leads to a contradiction to (7). Therefore $L(u) = 0$ for all $u < 0$, so $L = \Delta$, which is itself a contradiction to the fact that $L \neq \Delta$. □

Proof of Theorem 2. Clearly it suffices to show (i) $\Rightarrow$ (v) and (v) $\Rightarrow$ (iv). For the first claim, using the bounded difference inequality (2), it can be easily shown that the convergence in probability implies $\mathbb{E}\| F_{nh_n} - F \| \to 0$ and therefore $\mathbb{E}F_{nh_n}(x) \to F(x)$ for all $x$. This leads to (v) by using Lemma 1 in Yamato (1973). To show the second implication notice that $\hat{F}(x) = \mathbb{E}F_{nh_n}(x) = \int F(x - h_n z) d\mathbb{L}(z)$ is a continuous distribution function (because $F$ is continuous) such that
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\( \bar{F}_n(x) \to F(x) \) for all \( x \) (again by Lemma 1 in Yamato, 1973). Using the continuity of \( F \) and proceeding as in the proof of the Glivenko–Cantelli theorem (see for instance Billingsley, 1986) it follows that \( \| \bar{F}_{nh} - F \| \to 0 \). So there is \( n_0 = n_0(\varepsilon, F) \) such that \( \| \bar{F}_{nh} - F \| < \varepsilon/2 \), for all \( n \geq n_0 \). This, together with (3) and (5) and the Dvoretzky–Kiefer–Wolfowitz inequality (see Massart, 1990) implies that

\[
P(\| F_{nh} - F \| > \varepsilon) \leq P(\| F_{nh} - \bar{F}_{nh} \| > \varepsilon/2) \leq P(\| F_n - F \| > \varepsilon/2) \leq 2e^{-2(n\varepsilon/2)^2},
\]
as desired. \( \Box \)

**Proof of Theorem 3.** We start by showing that when \( F \) is continuous and \( h_n \to 0 \) we have

\[
\sup_{0 \leq h \leq h_n} \| EF_{nh} - F \| \to 0.
\]

This can be proved as follows: for a given \( \varepsilon > 0 \), we choose \( M > 0 \) large enough that \( \int_{|z| > M} dL(z) \leq \varepsilon/4 \). Besides this, as any continuous distribution function is uniformly continuous and \( h_n \to 0 \), there is \( n_0 \in \mathbb{N} \) such that \( \sup_{|y - x| \leq M h_n} |F(x) - F(y)| \leq \varepsilon/2 \) whenever \( n \geq n_0 \). Then

\[
\| EF_{nh}(x) - F(x) \| \leq \int |F(x - h z) - F(x)| \, dL(z)
\]

\[
= \int_{|z| \leq M} |F(x - h z) - F(x)| \, dL(z) + \int_{|z| > M} |F(x - h z) - F(x)| \, dL(z)
\]

\[
\leq \sup_{|z| \leq M} |F(x - h z) - F(x)| + 2 \int_{|z| > M} dL(z).
\]

Therefore, for \( n \geq n_0 \),

\[
\sup_{0 \leq h \leq h_n} \| EF_{nh} - F \| \leq \sup_{0 \leq h \leq h_n} \sup_{x \in \mathbb{R}} |F(x - h z) - F(x)| + \varepsilon/2
\]

\[
\leq \sup_{|x-y| \leq M h_n} |F(x) - F(y)| + \varepsilon/2 \leq \varepsilon,
\]

which concludes the proof of (8).

Next we use (8) to prove the statement of the theorem: we know that for a given \( \varepsilon > 0 \) there is \( n_0 = n_0(\varepsilon, F) \in \mathbb{N} \) such that \( \sup_{0 \leq h \leq h_n} \| EF_{nh} - F \| < \varepsilon/2 \) whenever \( n \geq n_0 \). Besides this, combining (3) and (5) we have \( \| F_{nh} - F \| \leq \| EF_{nh} - F \| + \| F_n - F \| \) so, for \( n \geq n_0 \),

\[
P \left( \sup_{0 \leq h \leq h_n} \| F_{nh} - F \| > \varepsilon \right) \leq P(\| F_n - F \| > \varepsilon/2)
\]

and we conclude by using the Dvoretzky–Kiefer–Wolfowitz inequality. \( \Box \)

**Proof of Corollary 1.** As \( \hat{h}_n \to 0 \) completely, we may find a sequence of positive numbers \( (h_n)_{n \geq 1} \) such that \( h_n \to 0 \) and \( \sum_{n=1}^{\infty} \mathbb{P}(\hat{h}_n > h_n) < \infty \). But for any \( \varepsilon > 0 \) we have

\[
P(\| F_{nh} - F \| > \varepsilon) = P(\| F_{nh} - F \| > \varepsilon, \hat{h}_n > h_n) + P(\| F_{nh} - F \| > \varepsilon, \hat{h}_n \leq h_n)
\]

\[
\leq P(\hat{h}_n > h_n) + P(\sup_{0 \leq h \leq h_n} \| F_{nh} - F \| > \varepsilon)
\]

and the right hand side is summable over \( n \) due to the assumption on \( \hat{h}_n \) and Theorem 3, so \( \sum_{n=1}^{\infty} P(\| F_{nh} - F \| > \varepsilon) < \infty \), as desired.

The proofs for almost sure convergence and convergence in probability are entirely similar. \( \Box \)
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